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Abstract

Communication and Generalization

in Multi-Agent Learning

Jiaxun Cui, PhD
The University of Texas at Austin, 2025

SUPERVISOR: Peter Stone

Multi-agent learning aims to allow artificial intelligence (AI) agents to learn
from interactions with other agents in an environment. However, as AI increasingly
integrates into real-world systems, significant challenges arise in how to robustly in-
teract with and communicate with a variety of other agents, particularly in complex
environments such as autonomous driving, where humans and AI agents coexist. This
dissertation research investigates how agents can be trained to effectively com-
municate with and generalize to diverse partners (including humans) in
simulated real-world scenarios.

Towards addressing this challenge, this dissertation explores three key dimen-
sions: (1) learning communication-supporting representations that facilitate coor-
dination, (2) developing multi-agent policies that generalize to new teammates or
opponents, and (3) learning to collaborate with human-like agents or to use human
language. This dissertation makes novel contributions along each dimension.

First, the dissertation presents Coopernaut, a framework that learns com-
pact, transmittable representations from local observations to support communica-
tion among autonomous vehicles under bandwidth constraints. It also introduces
LLM+Debrief, which enables embodied agents to coordinate in driving scenar-
ios by generating and interpreting natural language messages, paving the way for
human-compatible agent communication.

Second, it introduces MACTA, a reinforcement learning and game-theoretic
training framework that produces robust policies capable of generalizing to unseen and
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adaptive opponents. In addition, L-BRDiv is introduced as a teammate generation
strategy that promotes behavioral diversity during training, improving generalization
and performance in ad hoc teamwork settings.

Third, the dissertation investigates mixed-autonomy traffic coordination
through decentralized training in environments with both human-proxy and AI agents.
Empirical results demonstrate that even a small number of trained autonomous ve-
hicles can collaborate effectively to influence human behavior and improve overall
traffic efficiency without requiring centralized control.

Collectively, these contributions advance multi-agent AI by unifying commu-
nication, generalization, and human-AI collaboration. Evaluated in both toy domains
and realistic simulated environments, primarily focusing on autonomous driving and
hardware security, the work demonstrates how agents can adapt to novel partners
and communicate effectively in human-interpretable ways.
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tions through voxel max-pooling. Finally, the aggregator synthesizes joint
representations from the ego vehicle and all its neighbors before passing
them to the Control Module to produce control decisions. The numbers in
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3.3 Benchmarking scenarios in AutoCastSim. The gray car is the ego
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8



4.1 LLM+Debrief agent framework and agent learning pipeline. . . . . . . 53
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5.1 (a) Cache timing channel attack is formed when the attacker process and
the victim process use the same locations of a shared cache for their memory
accesses. (b) An example of Prime+Probe CTA in a 4-set direct-mapped
cache. The attacker process can infer which memory address the victim
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5.2 We propose MA-AutoCAT, a multi-agent environment to jointly explore
and optimize the policies of the attacker and the defender processes in CTA.
In this environment, multiple agents can play different roles and learn from
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5.3 Method. Iterated Best Response PPO (IBR-PPO) learns the best response
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5.5 A study on neural architectures. We use a Transformer with 8-head
attention and one Transformer encoder layer in MACTA experiments. Left
two: Train attacker-only tasks using different neural architectures on two
machines. Right two: Train attackers with different Transformer configu-
rations on two machines. . . . . . . . . . . . . . . . . . . . . . . . . . . 86

6.1 Leveraging MCS(E) for generating robust AHT agents. Figure 6.1a
visualizes how teammate policies (points in the large triangle) can be grouped
based on their best-response policies. The rectangle then shows an example
MCS(E). From each subset of Π sharing the same best-response policy (col-
ored small triangles), Figure 6.1b visualizes how one policy is sampled from
each subset to create Πtrain for AHT training. As visualized in Figure 6.1c,
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emulate the best-response policy (dashed squares) to any π−i ∈ Π when
dealing with teammates from Πeval (squares whose color represents its best-
response policy). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
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6.2 Lagrangian Best Response Diversity (L-BRDiv). The L-BRDiv al-
gorithm trains a collection of policy networks (purple and orange boxes)
and Lagrange multipliers (green cells inside the black rectangle). The pur-
ple boxes represent a policy from {πi}Ki=1 ⊆ Π while the policies visualized
as an orange box is from {π−i}Ki=1 ⊆ Π. Estimated returns between any
possible pairs of policy, (πj , π−k) ∈ ({πi|πi ∈ Π}Ki=1 × {π−i|π−i ∈ Π}Ki=1),
and their associated Lagrange multipliers are used to compute the optimized
term in the Lagrangian dual form (right red box) via a weighted summation
operation (black dotted lines connect weights and multiplied terms). The
policy networks are then trained via MAPPO (Yu et al., 2022) to maximize
this optimized term, while the Lagrange multipliers are trained to minimize
the term via stochastic gradient descent. . . . . . . . . . . . . . . . . . . 96

6.3 Environments for AHT experiments. We provide experiments in a
repeated matrix game whose reward function is displayed in Figure 6.3a.
Figure 6.3b displays an example state of the Cooperative Reaching environ-
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Figure 6.3c shows the reward function of the Weighted Cooperative Reach-
ing environment where agents’ rewards depend on which pair of destination
cells the two agents arrive at. Finally, Figure 6.3d shows a sample state of
Level-based Foraging (LBF) where the apples represent the collected objects. 102

6.4 Generalization performance against previously unseen teammate
types. Figure 6.4a, Figure 6.4c, and Figure 6.4d show that L-BRDiv pro-
duced significantly higher episodic returns when dealing with unknown team-
mate policies in all environment except for Cooperative Reaching. Figure 6.4b
also show that L-BRDiv obtained episodic returns close to BRDiv’s when
evaluated in the Cooperative Reaching environment. . . . . . . . . . . . . 104

6.5 MCSest(E) yielded by L-BRDiv. L-BRDiv is capable of estimating all
members of MCS(E) in all environments except LBF. Meanwhile in LBF,
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and BRDiv discovered. The discovery of more MCS(E) results in L-BRDiv
producing more robust AHT agents. . . . . . . . . . . . . . . . . . . . . 105

7.1 Centralized neural network policy, where local states for vehicles are
concatenated to form a global state. The state is passed through a series of
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with an on-ramp of inflow rate 200 veh/h. Perturbations caused by merging
vehicles lead to stop-go waves congestion (Kreidieh et al., 2018). . . . . . . 117

7.3 Decentralized policy, where each vehicle only has access to local obser-
vations. The local observation is passed through hidden layers, resulting in
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A.1 TalkingVehiclesGym simulation framework. An agent is defined within
the scenario and has a specific sensor registration and action space. A pol-
icy takes observations from an agent, computes actions, and learn from the
experience replay buffer. . . . . . . . . . . . . . . . . . . . . . . . . . . 159
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The recall is shown for the Prime+Probe attacks (Left) and the AutoCAT
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But we did not provide the Prime+Probe attack sequences to MACTA de-
tector explicitly. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 182
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1-way L1 cache. The number indicates the cache set being accessed. Red
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B.4 Example learned Cyclone features for various scenarios: (a, b, c, d)
represent typical features when attackers interact with a victim; (e, f, g, h)
depict typical features resulting from interactions between benign programs.
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C.1 An example failure mode of BRDiv and LIPO. The above figures
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than when discovering MCS(E). . . . . . . . . . . . . . . . . . . . . . . 197

C.3 The changing values of L-BRDiv’s Lagrange multipliers. Figure C.3a,
Figure C.3b, Figure C.3c, and Figure C.3d all show how L-BRDiv’s La-
grange multipliers change over time. Since a randomly initialized policy
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constraints are fulfilled. . . . . . . . . . . . . . . . . . . . . . . . . . . . 199
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Chapter 1

Introduction

Future AI is not alone.

Artificial Intelligence (AI) has played and continues to play an important role

in everyday life. While many capabilities have been intensively developed in set-

tings modeled as single-agent problems (e.g., chatting, playing Atari games, gener-

ating artistic pieces), they are relatively underexplored in real-world scenarios where

decision-making AI agents coexist with humans and other agents. For instance, there

is a potential for autonomous vehicles to be able to work together to improve traffic

safety and cooperate with human drivers to reduce traffic congestion.

The learning dynamics in multi-agent decision-making scenarios present a sig-

nificant challenge. When other agents are viewed as part of the environment, the

environment becomes non-stationary during learning, since other agents’ policies

may change over time. Game theory provides analytical tools to solve multi-agent

games through equilibrium policies, but struggles with the computational complexity

of large-scale games, and does not directly address challenges like processing high-

dimensional multi-modal sensory inputs (in various formats, such as videos, sounds,

HD maps, metadata, etc.) for policies. Multi-agent Reinforcement Learning (MARL),

which optimizes expected individual or team return using Reinforcement Learning

(RL), offers more flexibility than classical game-theoretic computation for handling

13



complex inputs and long-horizon decision-making. Notable techniques in MARL,

such as population-based training, empirical game-theoretic analysis, and centralized

training decentralized execution (CTDE), have achieved significant success in games

like Go (Silver et al., 2016), StarCraft (Vinyals et al., 2019), and Diplomacy (Bakhtin

et al., 2022a).

Despite MARL’s ability to formulate strong policies that yield high expected

returns, two specific aspects remain relatively less explored in the context of deep

multi-agent reinforcement learning.

The first aspect is the generalization of a policy to emergent teammates or

opponents that do not appear during the training phase, herein referred to as un-

seen agents. The cooperative counterpart of the problem is referred to as Ad-Hoc

Teamwork (AHT) (Stone et al., 2010) in literature. This concern is especially crucial

since AI may frequently encounter novel partners, such as humans or other AI agents

in scenarios like autonomous driving. These partners might exhibit diverse policy

styles or coordination conventions. Typically, the generalizability of a policy is of-

ten pursued either by computing equilibrium-based policies (e.g., Nash or correlated

equilibria) that are robust to a range of opponent strategies, or by training with a

diverse population of agents.

The second aspect involves communication in multi-agent learning. While

many training frameworks focus on either fully centralized information sharing or fully

decentralized observation, fewer explicitly address partially observable settings with

constrained communication. However, real-world scenarios often permit communica-

tion, albeit with limitations in bandwidth. These restrictions complicate multi-agent

learning, raising critical questions about when and whom to communicate with, what

information to share, and how to respond to received information. Among commu-

nication protocols, natural language is often the most suitable for interacting with

humans, as it is expressive, well-structured, and widely understood across languages

with translation, though safety-critical domains may prefer standardized signals.
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Where these two dimensions intersect, formulating a universally applicable

policy that accommodates a range of policies, along with communication mechanisms,

holds practical relevance in real-life applications such as autonomous driving. For

instance, a vehicle with brake failure might broadcast a warning to nearby vehicles.

An autonomous vehicle could parse this structured message directly, while a human-

driven car might require a human-interpretable format such as natural language or

standardized visual or auditory alerts.

With this motivation in mind, this dissertation navigates the complexities of

multi-agent learning, addressing the critical question:

How can a decision-making agent learn to efficiently communicate with and create
generalizable policies for novel AI or human teammates or opponents in simulated
real-world scenarios?

This dissertation explores and answers the question along the following three

dimensions:

A. Communication-Supporting Representations. In the realm of decentral-

ized multi-agent systems, communication is a pivotal tool that facilitates the

exchange of information, coordination of actions, negotiations, and the making

of collective decisions among agents. The interchange of messages involves an-

swering questions related to when, with whom, and what to communicate, and

managing the tangible real-world constraints of limited bandwidth. This dis-

sertation focuses on how to construct transmittable messages through a learned

representation space in inter-agent decision-making scenarios.

B. Multi-Agent Policy Generalization. Multi-agent policy generalization per-

tains to interacting with unseen partners or opponents without the need for

additional fine-tuning based on these interactions. Traditionally, this advan-

tage has been derived from game theory by scrutinizing an equilibrium policy

that ensures some conservative game values. However, real-world applications

such as autonomous driving render traditional game analysis infeasible. With
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the previous success of the empirical game-theoretic framework (Vinyals et al.,

2019; Lanctot et al., 2017), which performs strategic reasoning through inter-

leaved simulation and game-theoretic analysis, such robustness becomes ap-

proachable by ensuring a high degree of policy diversity during the training

phase, thus preparing the agents to handle a broad spectrum of policy styles

and coordination conventions.

C. Collaborating with Human-Like Agents. Multi-agent systems in real-

world settings, such as mixed-autonomy traffic, are inherently dynamic: agents

may enter or leave the environment at any time, and control may be exer-

cised by either humans or autonomous agents. This dissertation investigates

how reinforcement learning agents can collaborate effectively in such open sys-

tems, adapting to diverse partners, including both AI agents and humans, with-

out requiring centralized coordination. In a separate line of inquiry, this work

also examines the use of natural language as a medium for communication in

multi-agent settings. By leveraging large language models as agents capable of

producing and interpreting human language, we enable autonomous agents to

convey intentions and share key observations in a human-interpretable form.

This direction facilitates direct interaction with human users or their surro-

gates, offering a scalable path toward human-AI collaboration without relying

on extensive human demonstration data.

By exploring the first two directions, we develop foundational methods for

decision-making agents to communicate with and adapt to a variety of policies re-

spectively. To facilitate agents’ collaboration with both humans and AI agents, we

then explore the integration of these two directions under the umbrella of natural

languages. All contributions are evaluated in simulated environments that model

real-world applications following the widely adopted practices in the literature. We

primarily consider simulated autonomous driving for cooperative and mixed-motive

scenarios, and we also include a hardware security problem for adversarial scenarios.
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1.1 Contributions

This dissertation makes the following contributions to the multi-agent learning

literature:

1. This dissertation introduces and evaluates Coopernaut (Chapter 3), an end-

to-end driving framework that generates efficient transmittable representations

of the local point-cloud observation of autonomous agents through imitation

learning of an expert driving policy with access to comprehensive environmen-

tal information. We show that with Coopernaut, autonomous agents can sig-

nificantly reduce collisions without compromising traffic efficiency compared to

disconnected vehicles in accident-prone scenarios. This contribution addresses

what information to communicate (Dimensions A) through a learned repre-

sentation space under the available bandwidth in autonomous driving.

2. This dissertation presents and evaluates LLM+Debrief (Chapter 4), a self-

play learning framework for embodied large language model (LLM) agents to

communicate and collaborate via natural language in autonomous driving sce-

narios. The pipeline trains agents to articulate intentions, share critical obser-

vations, and negotiate driving plans with nearby vehicles. Experimental results

demonstrate that agents can coordinate effectively using human-comprehensible

natural language, a prerequisite for seamless human-AI collaboration. This con-

tribution addresses Dimensions A and C by enabling natural language com-

munication between agents for joint decision-making in dynamic environments.

3. This dissertation introduces and evaluates a reinforcement and game-theoretic

training framework, MACTA (Chapter 5), which uses Proximal Policy Op-

timization (Schulman et al., 2017) as the best response oracle and fictitious

play (Brown, 1951) as the empirical game-theoretic tool. We show that the re-

sultant policy is able to generalize to unseen opponents and is robust against a

dedicated adaptive opponent in a simulated cache timing attack scenario. This

contribution partially addresses the generalization dimension (Dimension B).
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4. This dissertation addresses the generalization challenge in cooperative multi-

agent settings (Dimension B) by proposing that an agent can emulate a cov-

erage set of the teammate policy space through exposure to a diverse set of

training partners (Chapter 6). To this end, we introduce L-BRDiv, a teammate

generation method that approximates a diverse subset of policies requiringthat

elicit distinct best responses. We show that L-BRDiv produces qualitatively

diverse teammates and enables ad hoc agents to achieve state-of-the-art perfor-

mance on standard ad hoc teamwork benchmarks at the time of publication.

5. This dissertation conducts an empirical study (Chapter 7) of applying decen-

tralized multi-agent reinforcement learning to work with both humans and AI

agents to improve traffic efficiency in autonomous driving. We delve into the

decentralized training of Reinforcement Learning (RL) agents in a mixed envi-

ronment where human and AI agents coexist. Experimental findings indicate

that a small presence of RL autonomous vehicles can effectively collaborate to

influence human drivers and amplify overall traffic efficiency within an open en-

vironment. This contribution explores the agents’ intelligent interactions with

both humans and other AI agents (Dimension C) without communication.

Collectively, these contributions address the central research question along

the three proposed dimensions. Contributions 1 and 2 examine communication-

supporting representations, encompassing both compact latent messages and nat-

ural language. Contributions 3 and 4 focus on generalization to diverse or adaptive

partners through reinforcement learning and teammate policy diversification. Contri-

butions 2 and 5 investigate collaboration with human-like or human agents, through

explicit communication or decentralized coordination. Although each contribution

primarily targets a specific dimension, together they offer complementary insights

into designing multi-agent systems that can communicate, generalize, and collabo-

rate effectively in open, realistic environments.
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1.2 Reading Guide to the Dissertation

This dissertation is organized into five parts:

Part I: Background (Chapters 1–2) Introduces the motivation, challenges,

and foundational concepts in multi-agent learning, reinforcement learning, and com-

munication.

Part II: Learning to Communicate (Chapters 3–4) Explores how agents

can generate latent and natural language messages to support cooperation. Chapter 3

introduces Coopernaut for latent communication; Chapter 4 presents LLM+Debrief

for natural language collaboration among embodied agents.

Part III: Learning to Generalize (Chapters 5–6) Investigates policy

generalization in both adversarial and cooperative multi-agent settings. Chapter 5

focuses on robustness against adaptive attackers; Chapter 6 focuses on ad hoc team-

work with novel teammates.

Part IV: Learning with Human Proxies (Chapter 7) Studies autonomous

agent-human collaboration using decentralized reinforcement learning and open traffic

scenarios.

Part V: Related and Future Work and Conclusions (Chapters 8–10)

Reviews related literature and discusses promising directions for extending the work,

including embodied learning, open-ended teamwork, and real-world deployment, fol-

lowed by concluding remarks.

Readers are encouraged to begin with Part I, which provides the motivation

and necessary background for the dissertation. Parts II, III, and IV are organized

thematically and are largely self-contained, each focusing on a distinct research di-

mension. For an overview of how this dissertation fits within the broader literature

and how it may inspire future work, readers may refer to Part V.
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Chapter 2

Background and Notation

This chapter formalizes the decision-making frameworks and learning objectives that

guide the methods developed in this dissertation. Section 2.1 introduces the Markov

Decision Process (MDP) formulation for single-agent reinforcement learning, includ-

ing definitions of the Markov property, policies, value functions, and regret.

Section 2.2 extends this problem formulation to the multi-agent setting by

presenting Partially Observable Stochastic Games (POSGs), which model strategic

interactions among multiple agents under partial observability. It also introduces

several relevant variants, including two-player zero-sum POSGs and communication-

enabled policy classes that allow agents to exchange messages during decision-making.

Section 2.3 defines concepts in agent populations, distinguishing between the

focal population, whose policies are optimized, and the background population, which

models other agents in the environment. These distinctions support clear specification

of learning objectives in heterogeneous multi-agent systems.

Finally, Section 2.4 introduces key learning objectives used throughout this

dissertation, including Nash equilibrium, targeted optimality, generalizability to un-

seen partners, and exploitability by adaptive opponents. These criteria serve to evalu-

ate the quality and robustness of the policies learned in different experimental settings.
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2.1 Markov Decision Process

Reinforcement learning is learning what to do in different situations to max-

imize a reward signal through trial and error (Sutton and Barto, 2018). It uses the

formal framework of a Markov Decision Process (MDP) to describe the interactions

of a single agent with the environment. The key property of MDPs is the Markov

property, which implies that an agent has all the information to make a decision based

on the current state.

Definition 2.1.1 (Markov Decision Processes). An MDP can be described using

a tuple ⟨S,A,P ,R, γ⟩, where:

• S is the state space of the environment,

• A is the action space of the agent,

• P : S × A × S → [0, 1] is the state transition function or the environment

dynamics,

• R: S ×A → R the reward function, and

• γ ∈ (0, 1] is the discount factor that defines how much immediate rewards are

valued compared to future rewards.

Definition 2.1.2 (Markov Property). The Markov property implies that the state

transitions depend only on the current state and action:

P (st+1 | st, at) = P (st+1 | s0, a0, s1, a1, . . . , st, at). (2.1)

where t is the discrete time step in the interaction sequence between the agent and

the environment

Definition 2.1.3 (Policy). A policy π is a mapping from a state at time step t,

st ∈ S, to a probability distribution over actions a in the action space A:

π(a|st) = P (a|st) (2.2)
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where P represent probability mass when A is discrete and is a probability density

when A is continuous.

Definition 2.1.4 (Optimal Policy). An optimal policy π∗ maximizes the expected

return of an episode:

π∗ = argmax
π

Eπ

[ ∞∑
t=0

γtR(st, at)
]

(2.3)

Definition 2.1.5 (State Value Function (V )). The state value function under a

policy π is defined as the expected cumulative future rewards starting from state s

following the policy:

V π(s) = Eπ

[ ∞∑
t

γtR(st, at)
∣∣ st = s

]
. (2.4)

Definition 2.1.6 (State-Action Value Function (Q)). The state-action value

function under a policy π is defined as the expected cumulative future rewards ob-

tained by taking action a in state s and then following the policy π:

Qπ(s, a) = Eπ

[ ∞∑
t

γtR(st, at)
∣∣ st = s, at = a

]
. (2.5)

Definition 2.1.7 (Regret). Regret measures the performance loss due to not follow-

ing the optimal policy from the beginning. Given a time horizon T , the cumulative

regret is defined as:

Reg(T ) =
T∑
t=0

(V ∗(st, a
∗
t )− V (st, at)) (2.6)

where V ∗(s) is the optimal state value function and Rt is the reward obtained at time

t, a∗t = argmaxaQ
∗(st, a) is the optimal action, and at is the action chosen by the

agent at time t.

2.2 Partially Observable Stochastic Games

A Stochastic Game (SG) is a multi-agent extension of an MDP where multiple

agents interact in a shared environment with individual rewards. Partially Observ-
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able Stochastic Games (POSGs) extend SGs by introducing partial observability,

meaning that agents do not have direct access to the full state but instead receive

observations based on an observation function. If all the agent share the same re-

wards, then the POSG becomes Decentralized Partially Observable Markov Decision

Process (Dec-POMDP).

Definition 2.2.1 (Partially Observable Stochastic Games). A POSG can be

described using a tuple ⟨I,S, {Ai}i∈I ,P , {Ri}i∈I , {Oi}i∈I , γ⟩, where:

• I is the set of all N agents,

• S is the joint state space of the environment,

• Ai is the action space of agent i, and A = A1×A2× ...×AN is the joint action

space of all agents,

• P : S × A × S → [0, 1] is the state transition functions or the environment

dynamics,

• Ri: S ×A → R is the reward function for agent i,

• Oi : S×A×Oi → [0, 1] is the observation function for agent i, where Oi(oi|s, a)

is the probability that agent i observes oi ∈ O given state s and joint action a.

• γ ∈ (0, 1] is the discount factor that defines how much immediate rewards are

valued compared to future rewards.

Note that when the observation functions reveal the full state, a POSG reduces to

SG.

Definition 2.2.2 (Two-Player Zero-Sum POSG). A two-player zero-sum POSG

is a special case of a Partially Observable Stochastic Game where:

• I = {1, 2} denotes the set of two agents,
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• the reward functions satisfy the zero-sum condition:

R1(s, a) = −R2(s, a), ∀s ∈ S, a ∈ A.

This reward condition implies that agent 1’s gain is exactly agent 2’s loss, and vice

versa. The goal of each agent is to maximize its own expected return. Let π = (π1, π2)

denote the joint policy of both agents. The expected return for agent i is:

V i(π1, π2) = E

[
∞∑
t=0

γtRi(st, at)

]
,

and it holds that:

V 1(π1, π2) = −V 2(π1, π2).

Definition 2.2.3 (Communication-Enabled Policy Class). A policy class Πcomm

includes agents that, in addition to selecting actions based on their observations, can

generate and interpret messages. Each agent’s policy πi ∈ Πcomm consists of two

components:

πi(oi) = (ai,mi) (2.7)

where oi is the agent’s observation, ai is the selected action, and mi is a message

communicated to other agents. These messages can be used by others to improve

coordination and performance.

2.3 Agent Populations

In this dissertation, we divide agents into groups to build the evaluation metrics

and learning objectives.

Definition 2.3.1 (Background Population). The background population B, ex-

cluded from the focal group, is a set of agents whose policies are not controlled by

the learning algorithms and are treated as a part of environment dynamics.
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Definition 2.3.2 (Focal Population). The focal population F is a set of agents

whose policies are controlled by the policies of interest to evaluate. In fully cooperative

or mixed-motive games, a focal group should act like a team to maximize its social

welfare — the cumulative return of the group given the background policies:

max
{πi}i∈F

E
[∑

i∈F

t=∞∑
t=0

Ri(st, at)
∣∣∣{πj}j∈B] (2.8)

where st is the state at time t, and at = (at1, a
t
2, ..., a

t
N) is the joint action of all agents

at time t.

2.4 Learning Objectives

In this dissertation, learning objectives guide both the evaluation and opti-

mization of policies under different settings. We focus on objectives relevant to policy

optimality, robustness, and generalization in multi-agent environments, particularly

under conditions of partial observability and population diversity.

Definition 2.4.1 (Nash Equilibrium). A Nash Equilibrium is a point in the space

of joint policies (πi
∗, π

−i
∗ ) where, for any player’s policy πi

∗, we have

V i(πi
∗, π

−i
∗ ) ≥ V i(πi, π−i

∗ ), ∀i ∈ I. (2.9)

Namely, given all other agents’ equilibrium policies π−i
∗ , there is no motivation for

agent i to unilaterally deviate from its current policy πi
∗ to achieve higher returns.

Definition 2.4.2 (Targeted Optimality). When interacting with a set of oppo-

nents or teammates, a policy or joint policy achieves targeted optimality if it yields

the best possible reward (i.e., no other policy can do better) with high probability.

Formally, a policy πi achieves ε-approximate targeted optimality against a fixed set

of background policies if:

V i(πi, π−i) ≥ V i(πi
∗, π

−i)− ε, ∀i ∈ I (2.10)

with high probability 1− δ.
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Definition 2.4.3 (Generalizability). A policy or policy group exhibits generaliz-

ability if it maintains strong performance when deployed with new or unseen back-

ground policies. Let µ be a distribution over possible background policies Π−i. The

expected performance of policy πi is measured by the expected return when interact-

ing with unseen policies:

G(πi) = V i(πi, π−i ∼ µ(Π−i)) (2.11)

Definition 2.4.4 (Exploitability). Exploitability quantifies the performance gap

between a given policy and a best-response policy in a strategic environment. It

measures how much an agent (or set of agents) can improve its return by deviating

optimally while other agents’ policies are fixed.

Formally, in an n-player Markov game with joint policy π = (π1, . . . , πn) and

value function V π
i (s) for player i, the one-sided exploitability of player i from state s

is:

Expi(π | s) = max
π′
i

V
(π′

i,π−i)
i (s)− V π

i (s), (2.12)

where π−i denotes the policies of all players except i.

In the special case of a two-player zero-sum game where V π
1 (s) = −V π

2 (s), the

(symmetric) exploitability of the joint policy (π1, π2) is defined as the average of the

two players’ one-sided exploitabilities:

Exp(π1, π2 | s) =
1

2

[
max
π′
1

V
(π′

1,π2)
1 (s)− V (π1,π2)

1 (s) + max
π′
2

V
(π1,π′

2)
2 (s)− V (π1,π2)

2 (s)

]
.

(2.13)

This value is zero if and only if (π1, π2) is a Nash equilibrium.
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Part II

Learning to Communicate
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Chapter 3

Learning to Communicate in Latent Rep-
resentations

Autonomous vehicles, as a class of embodied agents, typically rely on optical sensors to

perceive their surroundings and make decisions based solely on their own observations.

Despite recent advances in sensor technology and perception algorithms, these vehicles

remain limited by their line of sight and often struggle to handle extreme or corner-

case scenarios.

Recent advancements in telecommunication technologies have opened new op-

portunities for cooperative perception—a paradigm where vehicles share information

through vehicle-to-vehicle (V2V) communication. This paradigm allows agents to

move beyond single-agent perception and make more informed decisions by leverag-

ing the observations of others (Figure 3.1). While the ideal scenario involves unre-

stricted information sharing among connected vehicles, real-world constraints—such

as limited communication bandwidth—necessitate compact and efficient message rep-

resentations.

This chapter introduces Coopernaut1(Section 3.1), a learning-based, end-

to-end framework that enables vehicles to generate and exchange latent represen-

1Coopernaut is available at https://ut-austin-rpl.github.io/Coopernaut/.
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Figure 3.1: Coopernaut enables vehicles to communicate critical information beyond oc-
clusion and sensing range for vision-based driving. The blue dashed arrows are information-
sharing flows. Through cooperative perception, Coopernaut makes more informed driving
decisions when line-of-sight sensing is limited.

tations of their local perceptions. Specifically, our model encodes LiDAR data into

compact, point-based latent vectors that can be transmitted between vehicles via real-

istic wireless channels. The receiving agents aggregate these representations to make

informed and coordinated driving decisions. Chapter 4 extends this framework to

incorporate human-compatible communication by enabling the generation of natural

language messages.

To evaluate our approach, we introduce AutoCastSim (Section 3.2), a network-

augmented driving simulation framework developed as part of the research reported

in this chapter. It includes multiple accident-prone scenarios to test the benefits of

cooperative perception. Chapter 4 will present an enhanced version of this environ-

ment, featuring negotiation-based scenarios and multi-agent learning capabilities.

Experimental results (Section 3.3) show that Coopernaut significantly re-

duces collision rates without compromising traffic efficiency, compared to agents with-
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out communication. This contribution addresses Dimension A of the thesis in

Chapter 1, focusing on what information should be communicated and how it can be

efficiently represented under bandwidth constraints.

This work was published in the Proceedings of the IEEE/CVF Conference on

Computer Vision and Pattern Recognition (CVPR) 2022. The author developed the

learning framework Coopernaut and conducted experiments; Hang Qiu contributed

to the simulation environment AutoCastSim; Dian Chen, Peter Stone, and Yuke

Zhu provided valuable guidance and feedback throughout the project.

3.1 Coopernaut

Our goal is to learn a closed-loop policy that controls an autonomous ego

vehicle, using LiDAR observations O(ego)
t at time t. Assume that there exists a vari-

able number of Nt neighboring vehicles in the range of V2V communications at time

t, where O(i)
t is the raw 3D point cloud from the onboard LiDAR of the i-th vehi-

cle. The ego vehicle’s driving policy, based on cooperative perception, is defined as

π(at|O(ego)
t , O

(1)
t , . . . , O

(Nt)
t ), where the ego vehicle makes control decisions at using its

own observation O(ego)
t and the encoded information received from Nt neighboring ve-

hicles. Here π is parameterized by a deep neural network and trained end-to-end. In

principle, we can transmit all cross-vehicle observations to the ego vehicle and process

them as a whole. In practice, we have to take into account the networking bandwidth

limit, which only allows for message sizes that are orders of magnitude smaller. We

thus first process the raw point clouds into compact representations, which can be

transmitted through the V2V channels in real-time.

3.1.1 Background: Point Transformers

Coopernaut’s model backbone is the Point Transformer (Zhao et al., 2021),

a neural network structure that learns compact point-based representations from 3D

point clouds. It reasons about non-local interactions among points and produces
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Figure 3.2: Coopernaut is an end-to-end vision-based driving model for networked
vehicles. It contains a Point Encoder to extract critical information locally for sharing,
a Representation Aggregator for merging multi-vehicle messages, and a Control Module to
reason about the joint messages. Each message produced by the encoder has 128 keypoint
coordinates and their associated features. The message is then spatially transformed into the
ego frame. The ego vehicle merges incoming messages and computes aggregated represen-
tations through voxel max-pooling. Finally, the aggregator synthesizes joint representations
from the ego vehicle and all its neighbors before passing them to the Control Module to
produce control decisions. The numbers in parentheses denote data dimensions.

permutation-invariant representations, making itself effective in aggregating multi-

vehicle point clouds. Here we provide a brief review of Point Transformers.

We adopt the same design as Zhao et al. (2021), which uses vector self-attention

to construct the Point Transformer Layer. We also apply subtraction between features

and append a position encoding function δ to both the attention vector γ and the

transformed features α:

yi =
∑

xj∈X (i)

ρ(γ(ϕ(xi)− ψ(xj) + δ))⊙ (α(xj) + δ) (3.1)

Here xi and xj are input features of the point i and j respectively, yi is the
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output attention feature for point i, and X (i) represents the set of points in the

neighborhood of xi; ϕ, ψ and α are point-wise feature transformations implemented

as multilayer perceptrons (MLPs). γ is also an MLP with two layers and a ReLU

activation; δ is a position encoding function, and ρ is a normalization function softmax.

Given the 3D coordinates pi, pj ∈ R3 for points i and j, the position-encoding function

is formulated as follows:

δ = θ(pi − pj) (3.2)

where θ is an MLP with two linear layers and one ReLU.

A Point Transformer block is shown in Figure 3.2, which integrates the self-

attention layer, linear projections, and a residual connection. The input is a set of 3D

points p with a feature x of each point. This block enables local information exchange

among points, and produces new feature vectors for each point. The down-sampling

block in Figure 3.2 is to reduce the cardinality of the point sets. We perform farthest

point sampling (Eldar et al., 1997) to the input set to obtain a well-spread subset, and

then use kNN graph and (local) max pooling in the neighborhood to further condense

the information to smaller sets of points. The output is a subset of the original input

points with new features.

3.1.2 Coopernaut

We use cross-vehicle perception to augment the sensing capabilities of the ego

vehicle, enabling it to make more informed decisions under challenging situations than

it could with onboard perception alone. The key challenges are to transmit sensory

information efficiently through realistic V2V channels, to understand the traffic situa-

tion from the aggregated information, and to determine the reactive driving action in

real-time. Our Coopernaut model, illustrated in Figure 3.2, is composed of a Point

Encoder for each neighboring V2V vehicle to encode its sensory data into compact

messages, a Representation Aggregator to integrate the messages from neighboring

cars with the ego perception, and a Control Module which translates the integrated
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representations to driving commands.

Point Encoder. To reduce communication burdens, every V2V vehicle processes

its own LiDAR data locally and encodes the raw 3D point clouds into keypoints,

each associated with a compact representation learned by the Point Transformer

blocks. We construct the encoder with three Point Transformer blocks accompanied

by two down-sampling blocks, both with a downsampling rate of (1, 4, 4). The final

cardinality of intermediate representations is P/16, where P is the number of points

in the raw point cloud. In our experiments, we preprocess 65,536 raw LiDAR points

to 2,048 points via voxel pooling, i.e., representing the points in a voxel grid using

their voxel centroid.

The message Mj produced by the j-th vehicle comprises a set of position-based

representations Mj and is mathematically described as Mj = {(pjk, Rpjk)}
K , where

pjk ∈ R3 for k = 1, . . . , K is the position of a keypoint in 3D space and Rpjk is its

corresponding feature vector produced by the Point Encoder. We limit the size of Mj

to be at most K tuples. These keypoints carrying features are in each vehicle’s local

frame. They preserve the spatial information as their coordinates are sampled from

raw point clouds.

Representation Aggregator. Messages transmitted from other vehicles need to be

fused and interpreted by the ego vehicle. The Representation Aggregator (RA) for

cooperative perception is implemented as a voxel max-pooling operation and a point

transformer block. RA first spatially transforms the keypoints in other vehicles’ coor-

dinates to the ego vehicle’s frame using their relative poses. This operation assumes

accurate vehicle localization (e.g., using HD maps). It then aggregates the incoming

messages that are spatially close via max-pooling all the points located inside the

same voxel grid cell. Finally, it fuses the multi-view perception information with an-

other Point Transformer block. The two operations above preserve the permutation

invariance with respect to the ordering of other vehicles and can handle a variable

number of sharing vehicles. For bandwidth control, Coopernaut receives messages
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from three randomly chosen V2V vehicles in the vicinity.

Control Module. The control module is a fully-connected neural network designed

to make control decisions based on the received messages. These control decisions

include the throttle, brake, and steering, denoted as scalar T,B, S respectively. These

values output from the model are first clipped to their valid ranges (e.g., [0,1] for

throttle). To enforce compliance with speed limit regulations, we apply a PID-based

speed controller that post-processes the model’s outputs to prevent violations due to

excessive acceleration.

3.1.3 Policy Learning: Imitation Learning

We train our model to imitate the expert policy with privileged information

using DAgger (Ross et al., 2011b). To warm-start policy learning, we first train the

model using behavior cloning.

Behavior Cloning. Behavior Cloning is designed to minimize the distribution gap

between the training policy and the expert policy. The goal is to find an optimal policy

π̂ such that the loss w.r.t. the expert’s policy πexpert, under its induced distribution

of states S is minimized, i.e.,

π̂ = argminπ∈ΠEs∼S[ℓcontrol(π(s), πexpert(s))]. (3.3)

The objective function ℓcontrol is a linear combination of ℓ1-loss of throttle, brake, and

steering between the policy’s actions and the expert’s actions:

ℓcontrol = η1ℓthrottle + η2ℓbrake + η3ℓsteer (3.4)

where η1, η2, η3 are the coefficients of the loss for each action. All three coefficients

are set to 1 in our experiments.

DAgger. Limitations of behavior cloning for autonomous driving have been discussed

in Codevilla et al. (2019). DAgger (Ross et al., 2011b) address the covariance shift

issues via online training. The core idea is to let the student policy interact with the
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environment under the supervision of the expert and record the expert’s actions on

the same states visited by the student. The training dataset is iteratively aggregated,

using a mixture of the student’s and expert’s actions. The sampling policy πi for the

i-th iteration follows

πi =

{
πexpert, w.p. βi
πstudent,i, w.p. 1− βi

(3.5)

where βi = β0 × βi−1 are exponentially decreasing from the initial β0, representing

the probability that the expert’s action is executed at the i-th iteration.

3.1.4 Implementation Details

When more than three neighboring vehicles send messages, we randomly select

messages from three of the vehicles. All the neighbors encode their processed point

clouds locally by the 3-block Point Encoder and send the messages of size 128×(128, 3)

and warp the coordinates to the ego frame. We aggregate the merged representations

by another block of Point Transformer. After global max pooling, the features are

concatenated with the ego speed feature before passing to the fully connected layer.

Our model has a 90ms latency on an NVIDIA GTX3090 GPU, where the point

encoder takes 80ms. Our model training consists of two stages: behavior cloning and

DAgger. We first train every scenario-specific model by behavior cloning, then the

final policy of behavior cloning serves as an initial student policy for DAgger. We

collect 4 new trajectories and append them to the Dagger dataset every 5 epochs using

a sampling policy (see Section 3.1.3) with β0 = 0.8 during the DAgger stage. For all

data used for training, 25% of them are collected under accident-prone scenarios

(with an occluded collider vehicle inserted) and 75% of them are normal driving

trajectories.
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3.2 Environment: AutoCastSim

We present AutoCastSim, a simulation framework which offers network-

augmented autonomous driving simulation on top of CARLA (Dosovitskiy et al.,

2017). This simulation framework allows custom designs of various traffic scenarios

for training and evaluating cooperative driving models. The simulated vehicles can be

configured with realistic wireless communications. It also provides a path-planning-

based oracle expert with access to privileged environment information.

3.2.1 Scenarios

We designed three challenging traffic scenarios, shown in Figure 3.3, in Au-

toCastSim as our evaluation benchmark. These scenarios are selected from the pre-

crash typology of the US National Highway Traffic Safety Administration (NHTSA) (Najm

et al., 2013), where limited line-of-sight sensing affects driving decisions:

* Overtaking. A truck blocks the way of a sedan in a two-way single lane road with

a dashed yellow lane divider. The truck also impedes the sedan’s view of the opposite

lane. The ego car has to overtake with a lane change maneuver.

* Left Turn. The ego car tries to turn left on a left-turn yield light but encounters

another truck in the opposite left-turn lane, blocking its view of the opposite lanes

and potential straight-driving vehicles.

* Red Light Violation. The ego car is crossing the intersection when another

vehicle is rushing the red light. LiDAR fails to sense the other vehicle because of the

lined-up vehicles waiting for the left turn.
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Figure 3.3: Benchmarking scenarios in AutoCastSim. The gray car is the ego
vehicle controlled by our model. The orange trucks are large vehicles that partially block
views of the environment. The red car is not networked and is likely to collide with the
ego vehicle. All other vehicles are background traffic, either with or without sharing capa-
bility. The green-blue dots mark the planned temporal trajectories for any moving vehicle,
with green dots being waypoints closer in the future than the blue dots. If two planned
trajectories intersect at a similar color (time), it indicates that a collision may happen.
For every scenario, an RGB bird’s-eye view (BEV), an ego-centric LiDAR BEV image, and
a multi-vehicle fused LiDAR BEV image are presented (left to right). We use relatively
little background traffic here for illustration, and will study the effect of traffic density in
Section 3.3.3.

3.2.2 V2V Communication

To simulate realistic wireless communication, we use real V2V wireless radios

to profile wireless bandwidth capacity and packet loss rate due to channel diver-

sity between mobile agents. Specifically, we use three iSmartways DSRC radios and
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three C-V2X radios (iSmartWays Technology Inc., 2018), mounted on top of mov-

ing vehicles, to measure the maximum capacity of continuous wireless transmission

in practice. Table 3.1 shows the tested throughput and packet loss. It also shows

the throughput of WiFi (802.11n, ac) for context. Note that the 802.11 series is not

designed for mobile scenarios. Table 3.1 shows that V2V bandwidth is two orders of

magnitude smaller than the indoor wireless capacity. The extremely limited band-

width, in practice, poses significant challenges for designing the representations for

V2V communication. We use the Winner II wireless channel model (Meinilä et al.,

2009) in our simulator and use the measured C-V2X radio capacity and packet loss

rate in the channel model. We refer to prior work (Qiu et al., 2021) for the design and

implementations of the coordination, scheduling, and the network transport layer.

Table 3.1: Measured wireless throughput and packet loss rate using off-the-shelf wire-
less radios.

DSRC C-V2X 802.11n 802.11ac

Throughput (Mbps) 2.0 7.2 ∼ 200 ∼ 900
Packet Loss (%) < 5 < 5 > 90 > 90
Mobility support Yes Yes No No

3.2.3 Oracle Expert

The expert has access to the privileged information of the traffic scenarios.

The information includes the point cloud from the LiDARs of all neighboring vehicles

and the positions and speeds of these neighboring vehicles and other traffic partic-

ipants. The expert transforms all of the point clouds from neighboring cars to its

ego perspective (which is impractical due to the wireless bandwidth limit mentioned

above). The transformed point cloud is fused for downstream obstacle detection and

planning. The expert policy leverages all information above to analyze and avoid

possible collisions. The path planning algorithm uses an A* trajectory planner (Hart

et al., 1968) with pose and distance heuristics. The expert moves at a target speed

of 20km/h.
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3.3 Experiments

We first discuss the evaluation method and the experiment setup, and then give

a brief overview of our baselines. Next we present the main quantitative evaluation

results of our methods against baselines. Finally, we provide further analysis and

visualization to understand the quality of our learned model. In this section, we

answer the following research questions:

Q1 Can Coopernaut generate effective latent representations to facilitate safer and

more efficient driving compared to other baselines? (Yes, it outperforms other

methods in both safety and efficiency metrics.)

Q2 Does Coopernaut generalize across different traffic densities? (Coopernaut

achieves the best generalization performance among all the compared methods,

with degradation performance as traffic gets denser.)

3.3.1 Experimental Settings

Scenario Configuration. We generate traces from the three scenarios we imple-

mented in AutoCastSim (Section 3.2.1) for training and evaluation. These scenarios

can be programmatically re-configured with key parameters, notably the number of

vehicles, vehicle spawning locations, and vehicle cruising speeds. Random combina-

tions of these parameters are sampled to procedurally generate traces with traffic

situations of varying complexity — in some cases the ego vehicle has to take emer-

gency actions to avoid potential collisions, while in other cases, cruising along the

default route can reach the destination.

Dataset. Specifically, for each scenario, we use the expert agent (Section 3.2.3) to

generate an initial training set of 12 traces with randomized scenario configurations,

followed by another randomly configured 84 traces for DAgger. In the evaluation, we

systematically test each model on a spectrum of 27 randomly selected accident-prone

environment configurations over three repeated runs, each using different random
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seeds for background traffic. For fair comparison, we use a fixed set of 27 test config-

urations to evaluate all models.

Metrics. We report three metrics, Success Rate, Collision Rate, and Success weighted

by Completion Time:

Success Rate (SR). A successful completion of the scenario is defined as the ego

agent reaching a designated target location in a permissible time without collision

or prolonged stagnation. The success rate is defined as the percentage of successful

completions among all evaluated traces.

Collision Rate (CR). Collision is the most common failure mode. Collision rate is

defined as the percentage of evaluation traces where the ego vehicle collides with any

entity, such as vehicles, buildings, etc.

Success weighted by Completion Time (SCT). SR reflects overall task success or fail-

ure. It does not differentiate the amount of time a driving agent needs to complete

the traces. We introduce a third metric to weigh the success rate by the completion

time ratio between the expert and the agent:

SCT = I{agent success}Texpert

Tagent
(3.6)

where I is an indicator function, and Texpert and Tagent are the expert’s and the agent’s

completion time, respectively. As the expert agent should require no longer comple-

tion time than the agent, the ratio resides in the range of [0, 1].

3.3.2 Baselines

We compare Coopernaut with non-V2V and V2V driving baselines. For a

fair comparison, we adopt the same neighbor selection process (Section 3.1.4) in all

V2V approaches.

* No V2V Sharing. The non-sharing baseline makes decisions solely based on the

onboard LiDAR data and ego speed. The model shares the same data processing

scheme for an individual vehicle and point encoder architecture as our final model.

40



* Early Fusion. The Early Fusion model assumes an unrealistic communication

bandwidth, with which it can transmit and fuse the entire raw point cloud data from

all neighboring vehicles. While this method is intractable in practice, it serves as

a baseline to examine our point-based architecture’s effectiveness in representation

learning. To fit this model in GPU memory, we limit the size of the fused input

points to 4,096. Like the previous baseline, Early Fusion also uses a 3-block Point

Transformer encoder.

* Voxel GNN. We adapt V2VNet (Wang et al., 2020), which is designed for 3D

detection and motion forecasting, to learn end-to-end driving. Every vehicle processes

its local point cloud onboard and shares a voxel representation with the ego vehicle

for control. It uses a graph neural network (GNN) in the ego frame as the aggregator.

The control actions are predicted from the GNN-fused representations.

For a fair comparison, all baselines and proposed approaches are independently

trained over three repeated runs with the same training parameters (Section 3.1.4).

We report the average performance over the three runs on the same scenario config-

urations (Section 3.3.1).

3.3.3 Quantitative Results

This section presents the empirical evaluations of all the models in the three

benchmarking scenarios.

Scenario Completion. Table 3.2 shows the performance comparisons in each of

the three traffic scenarios. In all three scenarios, the No V2V Sharing model has

performed poorly, with less than 50% success rate for each scenario and high colli-

sion rates. All three cooperative driving models, including Early Fusion, Voxel GNN,

and Coopernaut, have achieved substantially higher SR and SCT scores and lower

collision rates than the No V2V Sharing baseline. It indicates that the V2V commu-

nication provides critical information about the traffic situation over the ego vehicle’s

line-of-sight sensing to make informed driving decisions. The Early Fusion method
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Table 3.2: Quantitative results of different models over three repeated runs. SR: Suc-
cess Rate, in percentage; SCT: Success weighted by Completion Time, in percentage; CR:
Collision Rate, in percentage; In the Bandwidth column, we report the communication
throughput required without data compression. The bandwidth is calculated by assuming
10 Hz LiDAR scanning frequency.

Metrics
Methods No V2V Sharing Early Fusion Voxel GNN Coopernaut (Ours)

Bandwidth (Mbps) – 60.0 5.60 5.10

Overtaking
SR↑ 45.3±0.6 81.9±7.2 70.0±4.8 90.5±1.2
SCT↑ 43.6±0.7 81.2±5.2 67.8±4.2 88.4±1.1
CR↓ 35.8±3.6 11.9±5.1 16.1±3.6 4.5±3.1

Left Turn
SR↑ 40.3±5.9 72.8±8.6 53.5±6.9 80.7±5.2
SCT↑ 37.8±4.6 68.8±8.9 51.0±6.9 76.2±3.9
CR↓ 55.6±9.6 26.3±8.1 33.3±7.3 18.1±6.2

Red Light Violation
SR↑ 47.3±18.7 78.6±11.8 64.2±25.3 80.7±7.6
SCT↑ 46.1±18.4 75.8±9.1 62.0±24.8 77.8±7.0
CR↓ 51.4±17.4 17.7±15.2 35.0±25.9 17.7±7.8

improves over the non-V2V baseline by over 30% in average success rate. However, the

Early Fusion baseline requires transmitting raw point clouds across vehicles, leading

to an unrealistic bandwidth requirement of 60Mbps (before data compression).

In contrast, pre-processing raw sensory data into representations has dramat-

ically reduced the bandwidth requirements while improving driving performances.

Both Voxel GNN and Coopernaut perform sensory fusion on the representation

level. In comparison to the other cooperative driving models, Coopernaut out-

performs both Early Fusion and Voxel GNN baselines for all three scenarios. We

hypothesize that the point-based representation learning of Coopernaut makes it

robust to localization errors compared with fusing raw points in Early Fusion. Fur-

thermore, the explicit representation of point 3D locations and the point sampling

module of Coopernaut retain a high spatial resolution of its intermediate repre-

sentations in contrast to the voxel-based feature maps used by Voxel GNN.
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Bandwidth Requirement. As shown in Table 3.2, sharing raw point cloud at

the LiDAR scanning rate of 10fps would require a wireless bandwidth of 60Mbps, far

beyond the achievable bandwidths in the current (DSRC) and future (C-V2X or LTE-

direct) V2V communication technology (expected less than 10Mbps, see Table 3.1).

V2VNet (Wang et al., 2020) claims a bandwidth requirement of 25 Mbps with point

cloud compression, which is also beyond what current V2V radios can support. In

our design, both Voxel GNN and Coopernaut require less than 6Mbps bandwidth,

a 4× reduction of the communication data sizes of V2VNet without compression.

When developing the V2V models, we carefully explored the design space of the

sharable representation size and its bandwidth requirement for both Voxel GNN and

Coopernaut. For example, if Coopernaut were to share a 32×32 representation,

it only needs 0.9 Mbps. However, the coarse information is insufficient for the model

to achieve good performance. We find that a 128×128 point representation meets the

bandwidth requirements (Table 3.1) without substantial performance degradation.

Sensitivity to Traffic Density. We further test Coopernaut under varied traf-

fic densities in the most challenging Left Turn scenario. Figure 3.4 shows that our

method generalizes to variable traffic densities, consistently outperforming the No

V2V Sharing baseline. Qualitatively, we observe that No V2V Sharing drives slower

in denser traffic, reacting better to emergency situations. In contrast, V2V methods

do not improve much in denser traffic, as they tend to be impacted by the increased

stochasticity of incoming messages from changing neighbors. Nonetheless, Cooper-

naut outperforms the baselines in all traffic densities with over 30% higher success

rates than No V2V Sharing.

Qualitative Visualizations. Figure 3.5 shows an example evaluation trajectory

from Left Turn. The left-turning ego vehicle (grey) can proactively avoid collision by

yielding to the opposite-going cars with Coopernaut. A common failure pattern

of the non-sharing model is that it drives ahead to its target location regardless of

any traffic violators or potential colliders due to the limited line-of-sight of its ego
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Figure 3.4: Sensitivity analysis on the varying levels of traffic densities in the Left Turn
scenario.

perception. The transmitted messages through V2V channels help our model resolve

the ambiguity with cross-vehicle perception, leading to safer driving decisions in this

accident-prone situation.

3.4 Related Work

Coopernaut lies at the intersection of learning-based driving, 3D perception,

and networked multi-agent systems. We summarize related literature across three key

threads: learning driving policies from data, processing 3D perception for informed

decisions, and leveraging inter-vehicle communication for cooperative behavior.

Deep Learning for Driving Policy. Learning a driving controller involves train-

ing closed-loop policies using deep networks, usually via imitation learning and/or

reinforcement learning. Imitation learning for autonomous driving was pioneered

by Pomerleau (1988), and has since then been extended to urban and more complex

scenarios (Codevilla et al., 2018; Bansal et al., 2018; Sauer et al., 2018; Codevilla et al.,

2019; Chen et al., 2020; Prakash et al., 2021). Very recently, reinforcement learning
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Figure 3.5: Comparison of trajectories in the Left Turn scenario. The grey car in
the pictures is the controllable ego vehicle. The red car is going straight in the opposite
direction, occluded behind the orange truck. Our model avoids the collision as it is able
to see the red light violating vehicle from cooperative perception (highlighted in the yellow
box).

has also made progress in autonomous driving (Toromanoff et al., 2020; Chen et al.,

2021), showing potential to train better policies in complex situations (Toromanoff

et al., 2020; Chen et al., 2021). However, reinforcement learning is known to be

more data-hungry and requires engineering a high-quality reward function. We fol-

low the imitation learning paradigm but use an expert oracle with complete global

information (Chen et al., 2020) for training efficiency.

3D Perception for Autonomous Driving. 3D perception has become more popu-

lar in autonomous driving due to the decreasing cost of commoditized LiDAR sensors.

Zhou and Tuzel (2018) pioneered using 3D object detection in autonomous driving,

and since then, it has been further developed as better models, and more advanced

techniques have been discovered. Very recently, Prakash et al. (2021) also explored

end-to-end driving using point cloud data. Two families of 3D perception backbones

have been widely adopted: voxel -based methods discretize points to voxels (Zhou and

Tuzel, 2018; Lang et al., 2019; Shi et al., 2020); and point-based methods directly op-
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erate on coordinates (Qi et al., 2017a;b; Zhao et al., 2021). Coopernaut uses a

transformer-based architecture (Vaswani et al., 2017) with point-based representa-

tions (Zhao et al., 2021; Qi et al., 2017a;b), which preserves high spatial resolutions

with discretization and requires lower bandwidths to transmit without compression

needed by prior work (Wang et al., 2020).

Networked Vehicles and Cooperative Perception. Network connectivity of-

fers a great potential for improving the safety and reliability of self-driving cars.

Vehicles can now share surrounding information via Vehicle-to-vehicle (V2V) and

vehicle-to-infrastructure (V2X) channels using wireless technologies, such as Dedi-

cated Short Range Communication (DSRC) (Kenney, 2011) and cellular-assisted V2X

(C-V2X) (Gallo and Harri, 2013; Qualcomm, 2019). These V2V/V2X communication

devices are increasingly deployed in current and upcoming vehicle models (Thomp-

son, 2016; Plungis, 2018)). The academic community has built city-scale wireless

research platforms (COSMOS (Yu et al., 2019)) and large connected vehicle testbeds

(e.g., MCity (Bezzina et al., 2023), DRIVE C2X (Stahlmann et al., 2011)), to explore

the feasibility of cooperative vehicles and applications. Prior work (Qiu et al., 2018;

Chen et al., 2019) proposed cooperative perception systems that broaden the vehicle’s

visual horizon by sharing raw visual information with other nearby vehicles. Such

systems can be scaled up to dense traffic scenarios leveraging edge servers (Zhang

et al., 2021) or in an ad-hoc fashion (Qiu et al., 2021). Recent work (Wang et al.,

2020; Li et al., 2021b; Xu et al., 2022) proposed multi-agent perception models to

process sensor information and share compact representations within a local traffic

network. In contrast, we focus on cooperative driving of networked vehicles with on-

board visual data and realistic networking conditions, advancing towards real-world

V2V settings.
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3.5 Summary, Limitations, and Future Work

In summary, this chapter investigates vision-based driving using cooperative

perception for networked vehicles in a newly designed simulation benchmark Auto-

CastSim. We introduce Coopernaut, an end-to-end driving policy that encodes,

aggregates, and analyzes 3D LiDAR data from networked vehicles. The point encoder

and representation aggregator of Coopernaut retain detailed spatial information

and are robust to a varying numbers of communicating vehicles. Our empirical re-

sults show that our method improves the robustness of autonomous driving poli-

cies in risk-sensitive traffic scenarios. This chapter contributes to Dimension A:

Communication-Supporting Representation of the core research problem.

This work has limitations and ample room for future extension.

Dependence on Oracle-Guided Learning. First, our method relies on a hand-

engineered oracle for imitation learning. It leaves open questions to investigate adap-

tive strategies of when to communicate, what to encode in messages, and how to drive

cooperatively, ideally without the need of an algorithmic oracle.

Idealized Communication Assumptions. While our cooperative perception model

conforms to realistic wireless bandwidth, we do not take into account practical net-

working issues, including transmission latency, networking protocols, and repetitive

or lost packets. Nonetheless, Coopernaut is robust to packet loss to a certain extent

(5% as configured in AutoCastSim). Random neighbor selection also adds another

layer to mitigate packet loss from individual transmitters.

Idealized Localization Assumptions. Furthermore, highly accurate vehicle lo-

calization is assumed, which is used by Coopernaut to transform the point-based

representations from neighboring vehicles to the ego vehicle’s reference frame, even

though AutoCastSim simulates slight errors in the pose and height estimation of
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a vehicle. In reality, without a high definition map (HDMap), localization error

can yield up to meter-level displacement. Using HDMap can significantly improve

location and pose estimation, which is commonly adopted in both industry and

academia (Yang et al., 2018; Li et al., 2021a).

Limitations in Perceiving Small Objects. For fair comparison, we use the same

down-sampling scheme for all point-based baselines and our approach, which proves

to be effective in our scenarios with moving vehicles and large obstacles. For smaller

objects like pedestrians, adaptive sampling schemes based on semantic information are

a promising direction for future work. One could also extend the model architecture

of Coopernaut to better incorporate temporal information for improving driving

performance.

The next chapter will introduce a method that studies how to enable agents

to speak human language to facilitate multi-agent cooperation.
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Chapter 4

Learning to Communicate in Natural
Language

Chapter 3 introduced a framework for encoding perceived point cloud data into la-

tent representations for inter-agent communication. While effective for coordination

among co-trained autonomous agents, it limits broader participation from those with

different representations or language and leaves human drivers reliant solely on their

local perceptions without being privy to the collaboration efforts. To enable collab-

oration that includes human participants, this chapter explores the use of natural

language communication in multi-agent systems.

Facilitating natural language interaction among embodied agents presents sev-

eral challenges. Agents must be capable of both generating human-interpretable lan-

guage and understanding messages in a grounded, actionable manner to produce ap-

propriate embodied behaviors. Traditionally, each of these capabilities would require

extensive supervised training data. However, datasets featuring natural language-

based inter-agent communication for collaboration are scarce.

Recent advances in large language models (LLMs) offer a promising alterna-

tive. By leveraging the agentic capabilities of LLMs, we enable self-play and re-

flective learning without relying on imitation from human-annotated communication

data. This chapter explores the potential of LLM-based agents to autonomously
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develop effective communication and cooperation strategies in multi-agent driving

scenarios—using only self-generated interactions.

This chapter introduces LLM+Debrief1 (Section 4.2), a multi-agent learn-

ing method that enables LLM agents to engage in centralized debriefing post-

interaction to reflect on and refine their decentralized communication and collab-

oration strategies. These improved strategies are then distilled into decentralized

execution policies (Section 4.4.3). To support this work, we extend AutoCastSim

(Chapter 3) and develop TalkingVehiclesGym (Section 4.3), a realistic simulation

framework that models vehicle-to-vehicle communication in a suite of accident-prone

driving scenarios that could be resolved by cooperative perception and negotiation.

Our experiments (Section 4.4) show that even when LLM agents initially fail to co-

ordinate effectively, LLM+Debrief allows them to iteratively learn what messages

to send and how to respond to improve task success.

This chapter focuses on the content and structure of natural language commu-

nication for embodied collaboration, with the goal of ultimately enabling human-agent

interaction. It directly addresses Dimension A (Communication-Supporting Repre-

sentations) and Dimension C (Collaborate with Human-Like Agents) as introduced

in Chapter 1.

This work is currently under review. The author developed the learning frame-

work LLM+Debrief, the multi-agent simulator TalkingVehiclesGym, and con-

ducted all experiments. Chen Tang, Jarrett Holtz, Janice Nguyen, Alessandro G.

Allievi, Hang Qiu, Peter Stone provided valuable feedback and guidance throughout

the project.

1LLM+Debrief is available at https://talking-vehicles.github.io/.
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4.1 Problem Definition

In this chapter, we focus on the subset of agents that are actively participating

in the cooperation. We assume that these cooperative vehicles implicitly aim to help

each other, treating all other (referred to as “background") vehicles as uncontrollable

elements of the environment. Therefore, we frame the problem of Talking Vehicles

as a partially observable stochastic game (POSG, as defined in Chapter 2), focusing

on optimizing the social welfare of a focal population (F) (Agapiou et al., 2022) —

defined as the joint reward of all participating agents — as the primary objective. The

reward functions associated with each agent’s individual tasks may or may not fully

align, necessitating coordination among agents to achieve high joint rewards. Each

agent’s observation space is limited to a partial view of the full state, and agents

make decisions in a decentralized manner based on their own partial observations

and messages received from other agents. In this problem, each agent’s action space

comprises two main components: (1) generating messages and (2) controlling

the vehicle. In this work, the message generation space is defined over natural

language (English).

As a reminder, a POSG is defined by the tuple ⟨I,S, {Oi}, {Ai},P , {Ri}⟩

where I = {1, 2, ..., N} refers to the identities of all agents in a scenario; S is the

state space comprehensively describing the environment; Oi is the observation space

describing agent i’s view of the state; Ai is the action space of agent i; P is the

state transition function S × A1 ×A2 × ... ×AN → S; Ri is the reward function of

agent i. The focal group of agents is denoted by F ⊆ I, representing a subset of

all agents I. The goal for each agent i ∈ F is to optimize a policy πi to maximize

the expected cumulative task returns of all the agents in F , given background agent

policies outside the focal group:

max
{πi}i∈F

E
[∑

i∈F

t=∞∑
t=0

Ri(st, at)
∣∣∣{πj}j /∈F ,j∈I

]
(4.1)

, where st is the state at time t, and at = (at1, a
t
2, ..., a

t
N) is the joint action of all
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agents at time t.

The agent’s policy is structured to output both control and communication

commands. Specifically, πi(Oi, {Mj}j∈F)→ Ai maps the observation of agent i and

the received messages {Mj}j∈F to its action spaceAi = ⟨Mi, Ci⟩, whereMi represents

the message generation space, which is constrained to natural language, and Ci denotes

the vehicle control space with dimensions for throttle, brake, and steering inputs. At

time step t, the message Mi generated by agent i is broadcast to all the connected

agents within a certain communication radius, at the next time step t+ 1.

This problem presents the following technical challenges: (1) How can agents

understand the situation and generate meaningful messages to collaboratively per-

ceive the environment or negotiate in natural language; (2) How can agents com-

prehend incoming natural language messages and incorporate them into driving

decision-making?

4.2 Method: LLM+Debrief

The core technical challenge of the Talking Vehicles problem is to enable

agents to communicate in natural language in order to facilitate cooperation and

act correspondingly. To establish an initial solution, we adopt an LLM agent

framework (Figure 4.1) that prompts LLMs as a foundational prior for autonomous

agents to engage in human-like communication, structuring the message within nat-

ural language space, allowing agents to interpret messages and make informed driv-

ing decisions. A key challenge of using LLMs lies in the fact that they are not

specifically trained for driving tasks. To overcome this limitation, we introduce

LLM+Debrief (Algorithm 2), a novel multi-agent learning method for LLM

agents built upon feedback loops that allow LLM agents to iteratively refine their

communication and motion control policies through trial-and-error interactions with

confederate agents. Inspired by how humans reflect and debrief after a cooperative

game such as Hanabi, we enable agents to discuss cooperative strategies after each
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Figure 4.1: LLM+Debrief agent framework and agent learning pipeline.

4.2.1 Agent Policy

An agent acts according to an LLM policy πi(Oi, {Mj}j∈F)→ ⟨Mi, Ci⟩, where

the distribution over actions follows the LLM used by the agent. Here, Oi represents a

comprehensive text observation encompassing task and goal descriptions, environment

details, and common traffic rules, expressed as a text sequence (prompt) {toi}. A

received message Mj = {tmj } and a message to send Mi = {tmi } are also text sequences

generated by language agents. Ci = {tci} represents a text sequence for high-level

commands. The joint probability of selecting a command and generating a message

is expressed as Pi({tmi }; {tci}|{toi}; {{tmj }}j∈F) where “;" indicates text concatenation

and the language model serves as the oracle to determine the probabilities.

In-Context Knowledge. Instead of fine-tuning the weights of LLMs via gradient-

based methods, we adapt the policy by modifying contexts. Define Ki = {tki } as

agent i’s accumulated knowledge and Si = {tsi} as its cooperative strategy. The

joint probability of generating commands and messages is then influenced by these

additional prompt tokens: Pi({tmi }; {tci}|{tki }; {tsi}; {toi}; {{tmj }}j∈F).
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Chain-of-Thought (CoT) Reasoning. Research has shown that LLMs make de-

cisions better when provided with sufficient context (Wei et al., 2022). To leverage this

observation, we prompt LLMs to reason step-by-step about the environment, incor-

porating observations, received messages, and in-context knowledge. The reasoning

process generates an output text sequence Ri = {tri }. Following this reasoning, the

LLM agent generates structured action tokens by combining the reasoning with the

inputs: Pi({tmi }; {tci}|{tki }; {tsi}; {toi}; {{tmj }}j∈F ; {t
r
i }). The final output is in a JSON

format with keys: "command" and "message".

4.2.2 Agent Learning: Post-Episode Debriefing

The learning process is depicted in Figure 4.1. Initially, the LLM agents in-

teract with each other in the scenarios, accumulating experience, which is stored in

a replay buffer. Following the interaction phase, the agents engage in a debriefing

session where they utilize past experiences as context to collaboratively refine a co-

operative strategy. The outcomes of these discussions are distilled into two critical

components: knowledge (Ki = {tki }) and cooperative strategies (Si = {tsi}). These

components are subsequently integrated as in-context knowledge for future interac-

tions, playing a pivotal role in shaping and improving the policy.

Replay Buffer. We store transition data Ti = ⟨oi,t, ai,t, oi,t+1⟩, which includes

current and next observations, commands, messages, and reasoning in a replay

buffer, serving as a repository for further learning and iterative refinement. When an

episode concludes, the environment evaluates each agent’s performance and provides

scalar rewards along with verbal feedback, such as "Vehicle 109 collided with

Vehicle 110 after 2 seconds." or "Vehicle 111 stagnated for too long to

complete its task." Each transition in the replay buffer is subsequently retro-

spectively labeled with enriched metadata, including responses from other agents,

collision details (e.g., time to collision), time-out details, and final rewards and out-

comes.
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Batch Context Sampling. Before engaging in the post-episode discussion (de-

briefing), each learning agent analyzes its past experience first. While analyzing the

entire trajectory would provide a comprehensive understanding of failure cases, com-

putational constraints necessitate sampling a subset (batch) of keyframes from its

replay buffer. To prioritize relevant data, the sampling process heuristically assigns

(following Equation A.1) higher probabilities to transitions that occur immediately

before collisions, involve actions contributing to collisions, or lead to stagnation due to

agents slowing down. Additionally, transitions that feature more intensive multi-agent

interactions are given more weight. These selected samples serve as the context for

subsequent analysis and strategy formulation, allowing the agent to focus on critical

timesteps for improving performance.

Debriefing. A debriefing session begins when an episode concludes in failure (col-

lision or stagnation) and is conducted in a turn-based manner over N rounds, with

a focus on improving cooperation in future interactions. The speaking order is deter-

ministic in this work for each session, and agents take turns speaking in a round-robin

format. The agent chosen to speak first is responsible for proposing a joint cooper-

ative strategy (S1,S2, ...Si∈F) for everyone participating in the debriefing (the focal

group). This agent begins by reasoning through its transition data batch, analyzing

the consequences and influence on other agents of its actions, and formulating a pro-

posed strategy. Subsequently, the other agents take turns sharing their perspectives,

providing feedback, or offering alternative insights based on their analysis of their

own experience batch. After the discussion, each agent summarizes the discussion to

develop individual cooperative strategies (Si) and knowledge (Ki). These outcomes

serve as in-context guidelines for future instances of the same driving tasks. This

joint discussion for future individual decision-making structure mirrors the principles

of the Centralized Training Decentralized Execution (CTDE) framework (Bernstein

et al., 2002), a widely used approach in multi-agent learning. Our implementation

details are available in Appendix A.1.1.
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4.3 Environment: TalkingVehiclesGym

To provide concrete and typical driving scenarios that expose the Talking Ve-

hicles challenge, we have developed a simulation environment, TalkingVehicles-

Gym, which is a multi-agent gymnasium environment for the closed-loop evaluation

of urban driving policies. TalkingVehiclesGym supports a flexible configura-

tion of multi-agent scenarios, incorporating heterogeneous agents such as language

agents, sensory agents, human agents, heuristic behavior agents, etc. It also enables

in-episode communication between agents using a realistically simulated communi-

cation protocol MQTT. The simulation dynamics are built on CARLA (Dosovitskiy

et al., 2017), a high-fidelity urban driving simulator. Details about the simulation

framework are described in Appendix A.2.

Overtake Highway Merge Highway Exit

Negotiation

Overtake Red Light Left Turn Yield

Cooperative Perception

Figure 4.2: Overview of scenarios and agent roles. Green circles: Focal agents,
agents aim at establishing coordination through communication; Red circles: Potential
colliders; Blue circles: Background agents.

Scenarios (P) and Rewards (R). TalkingVehiclesGym has been set up

with several accident-prone scenarios (details in Table 4.1) where multi-agent com-

munication could be beneficial2, as shown in Figure 4.2. Scenarios labeled with

2Note on the Communication Mechanism. We adopt task-specific communication mechanisms in
this work. For cooperative perception tasks, we use a parallel communication protocol, allowing all
vehicles to transmit messages simultaneously. In contrast, for negotiation tasks, we employ a turn-
based communication scheme managed by a mediator, ensuring that only one agent communicates
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Table 4.1: Example scenarios. Here we describe the fundamental composition of each
accident-prone scenario, where the background agents can be configured in terms of density,
controlling policies, and communication capabilities.

Interaction Type Scenario Name Description

Cooperative
Perception

Overtake A vehicle plans to overtake a broken and stopped
truck by moving into the opposite lane first and
then returning to its original lane. The truck can
still communicate, but the opposite-going car can
not communicate.

Left Turn Yield A vehicle tries to turn left on a left-turn yield light
when a line of trucks is blocking the view of the oppo-
site lane. The leading truck is able to communicate.

Red Light A vehicle is crossing the intersection when there is
another vehicle running the red light. The optical
sensor failed to sense the other vehicle because of
the lined-up vehicles waiting for a left turn, one of
which was able to communicate.

Negotiation
Overtake A vehicle is going to borrow the opposite lane to

overtake a stopped truck. The truck is not able to
connect, but an opposite-direction car can commu-
nicate.

Highway Merge A vehicle is going to merge onto the highway, but the
target lane has continuous traffic flows. A vehicle on
that lane is able to communicate and alter plans.

Highway Exit A vehicle is going to exit the highwa,y but it needs
to cross lanes where there is a traffic flow. A vehicle
in the flow is able to communicate and alter plans.

Cooperative Perception are cases where agents can benefit from receiving informa-

tion about regions beyond their own line of sight and scenarios tagged with Negotiation

are cases where it is necessary for the agents to discuss and resolve in their plans.

In each scenario, a focal group (F) of agents is defined. They operate alongside

background agents with pre-scripted behaviors. Each focal agent is assigned a task

described in natural language, with success defined as reaching its target location

at a time. This turn-based mechanism enhances stability in negotiation scenarios. In all negotiation
tasks, the first-defined vehicle is designated to initiate communication.
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within a time limit without collisions. Agents without motion targets, such as a

stationary truck in cooperative perception tasks, do not earn rewards directly for

themselves. However, the optimization objective encourages these agents to send

messages that assist others in achieving their tasks.

Observation Space (O). Our environment integrates a diverse range of sensor

and simulator inputs inherited from CARLA. To focus on reasoning and multi-agent

learning, we simplify environmental perception for text-based agents by introduc-

ing a rule-based, partially observable captioner. This module abstracts away the

perception task, which would otherwise require object detection or vision-language

models, by directly converting scenario information—such as the states of the ego ve-

hicle and others, lane details, and road conditions—into natural language descriptions

that convey factual information while maintaining the partial observability imposed

by the agent’s line-of-sight sensors. For agents equipped with a transmitter/receiver

device (transceiver), real-time communication is enabled during episodes, and the

message dialog is included as part of ther observation. An example of a text-based

observation is provided in Appendix A.3.

Action Space (A). The action space for each agent encompasses both vehicle

control and communication. The control space C is three-dimensional, consisting of

throttle, brake, and steering. To reduce decision-making frequency, agents execute

high-level vehicle motion commands represented as temporal sequences of low-level

vehicle controls (Ct, Ct+1, ..., Ct+k), where each command spans k time steps. These

high-level commands are atomic actions such as go (adapt to a target speed),

stop, slow down, speed up, and change to the left lane. The message gener-

ation space M is restricted to natural language tokens in this work, but is flexible

enough to support other communication modes. In this work, messages are gener-

ated alongside the high-level control commands every 0.5 seconds (k = 10 simulation

steps).
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4.4 Experiments

This section presents an empirical evaluation of LLM+Debrief and baseline

approaches across different cooperative driving scenarios. We investigate the following

research questions:

Q1 Can LLM agents establish collaboration through chain-of-thought reasoning with-

out prior interactions? (No.)

Q2 Does decentralized reflection enable LLM agents to improve their collaborative

ability as they gain more interaction experiences? (Yes.)

Q3 Does centralized discussion among LLM agents provide additional improvements

in collaboration and communication compared to decentralized reflection? (Yes.)

Q4 Can natural language communication enhance the performance and coordination

of LLM agents compared to those without communication? (Only if well trained.)

Metrics. Evaluation metrics are established based on the outcomes of agents who

can incur reward (reward-eligible) for their tasks in the focal group, which is scenario-

specific. For a scenario with N reward-eligible agents in the focal group, evaluated over

M episodes, we utilize two key metrics: 1. the average collision rate (CR), normal-

ized by the group size, is 1
N
· 1
M

∑M
m=1

∑
i∈F 1(agent i involved in a collision), where

collisions may involve both focal and background agents; 2. the average success

rate (SR), also normalized by the group size, is 1
N
· 1
M

∑M
m=1

∑
i∈F 1(agent i succeeded).

Here, 1 is the indicator function, equal to 1 if the event occurs and 0 otherwise.

The remaining failure cases, where agents exceed the time limit, heuristically deter-

mined to represent the upper bound for efficient task completion, without success

or collision, are captured by the average time out rate, which can be derived as

TR = 1− SR− CR.
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Experimental Setup. For each baseline, We consider two settings labeled as

“Silent" and “Comm". In the “Silent” setting, LLM agents focus solely on controlling

the vehicle based on their individual perception and reasoning without communica-

tion. The “Comm" setting allows a method to generate either only messages or

both messages and driving commands. For each LLM-based learning method, we al-

low agents to interact for up to 60 episodes per scenario, which is a random sequence

alternating between safe (or randomized agent positions for highway negotiation set-

tings) and accident-prone configurations. We define a “solved" criterion for learning

success in a scenario as 20 consecutive successful episodes. Due to the uncontrollable

randomness in the OpenAI models, we give each learning method 3 knowledge reset3

opportunities to either report the “solved" result, otherwise the last run for each seed

is considered as its output. After learning, each method is evaluated for 30 episodes

per scenario configuration per seed. We report experimental results aggregated with

3 seeds.

Baselines. We established several baselines and scenarios to answer the research

questions:

1. an LLM agent using Chain-of-Thought (CoT) reasoning only (Zero-shot),

2. an LLM agent with CoT reasoning contextualized with knowledge from decen-

tralized reflection (Reflection),

3. an LLM agent that corrects past actions via self-reflection, storing these cor-

rections in a vector-based, retrievable memory and uses few-shot retrieved ex-

3Note on Knowledge Reset: Due to the inherent stochasticity in OpenAI models during the
time of our experiments, the knowledge acquired by the LLM agents may become unpredictably
corrupted throughout training. Therefore, we allow each LLM agent learning method up to three
knowledge resets (clearing the knowledge) before reaching a solved state indicator (defined by 20
consecutive successful episodes) or using the output policy of the final attempt after the last reset.
This strategy resembles the best-of-N sampling evaluation; however, the ground-truth evaluation of
the learning outcomes is costly to obtain, so our knowledge selection relies on the heuristic indicator
during training.
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ample augmented generation (Correction+RAG). The retrieval augmented

method without communication (Correction+RAG (Silent)) adapts DiLU

(Wen et al., 2023a), a non-communicating single-agent LLM-based approach

that drives via reflection, to our environment. The multi-agent communication

extension of DiLU, AgentsCoDriver (Hu et al., 2024), resembles the Correc-

tion+RAG (Comm) method, but it does not actively optimize the messages.

For a fair comparison across baseline LLM agents, we do not initialize the

knowledge with human data, nor is there human involvement during the learn-

ing process.

Moreover, we apply the same batch context sampling method for reflection or correc-

tion for all LLM agent baselines as our method. Additionally, we include Cooper-

naut (Cui et al., 2022), a LiDAR-based cooperative driving method, as an aspira-

tional reference point for cooperative perception. Note that Coopernaut is not directly

comparable because it processes sensory data and communicates intermediate neural

representations rather than natural language.

4.4.1 Quantitative Results

Table 4.2 and Table 4.3 present the quantitative evaluation of all methods

across tasks. Notably, in this proof of concept, none of the LLM methods compared

operate in real-time, requiring approximately 10 real-world seconds per decision step

(0.5 seconds equivalent in simulation) using gpt-4o-mini. The inference latency

primarily depends on reasoning, but we demonstrate an approach towards real-time

inference in Section 4.4.3. On average, the natural language message bandwidth re-

mains below 300 bytes per decision step, requiring less than 0.01 Mbps communication

bandwidth. Table A.1 in Appendix A.1 provides detailed latency measurements and

message size statistics. Based on these results, we provide responses to the research

questions posed at the start of the section.

R1: LLM agents with CoT examined in this chapter do not establish
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Table 4.2: Cooperative Perception scenarios. mean ± std over 3 trials, each using 30
evaluation episodes.

Method
Scenario Overtake (Perception) Red Light Left Turn

Name LLM Comm CR (%) ↓ SR (%) ↑ CR (%) ↓ SR (%) ↑ CR (%) ↓ SR (%) ↑

Zero-shot Yes No 93.3 ± 3.4 0.0 ± 0.0 93.3 ± 6.7 6.7 ± 6.7 93.3 ± 5.8 6.7 ± 5.8
+Reflection Yes No 87.8 ± 3.4 0.0 ± 0.0 94.4 ± 6.9 5.6 ± 6.9 76.7 ± 20.8 23.3 ± 20.8
+Correction+RAG Yes No 62.0 ± 31.9 4.4 ± 7.7 93.3 ± 3.3 6.7 ± 3.3 64.4 ± 15.0 35.6 ± 15.0

Zero-shot Yes Yes 91.1 ± 5.1 4.4 ± 5.1 60.0 ± 11.5 38.9 ± 10.7 85.6 ± 8.4 14.4 ± 8.4
+Reflection Yes Yes 63.3 ± 14.5 34.4 ± 10.7 37.8 ± 18.4 47.8 ± 18.4 51.1 ± 37.2 47.8 ± 36.0
+Correction+RAG Yes Yes 4.4 ± 1.9 90.0 ± 6.7 13.3 ± 12.0 66.7 ± 27.3 43.3 ± 38.4 38.9 ± 22.7
+Debrief Yes Yes 1.1 ± 1.9 94.4 ± 6.9 0.0 ± 0.0 93.3 ± 5.8 6.7 ± 3.3 92.2 ± 3.8

Coopernaut No Yes 4.5 ± 3.1 90.5 ± 1.2 17.7 ± 7.8 80.7 ± 7.6 18.1 ± 6.2 80.7 ± 5.2

Table 4.3: Negotiation scenarios. mean ± std over 3 trials, each using 30 evaluation
episodes.

Method
Scenario Overtake (Negotiation) Highway Merge Highway Exit

Name LLM Comm CR (%) ↓ SR (%) ↑ CR (%) ↓ SR (%) ↑ CR (%) ↓ SR (%) ↑

Zero-shot Yes No 89.9 ± 2.8 7.2 ± 3.8 100.0 ± 0.0 0.0 ± 0.0 33.3 ± 9.3 66.1 ± 9.2
+Reflection Yes No 32.8 ± 29.4 36.7 ± 52.1 15.0 ± 23.1 84.4 ± 22.6 32.8 ± 13.4 67.2 ± 13.4
+Correction+RAG Yes No 46.7 ± 21.9 33.3 ± 28.0 35.6 ± 29.4 64.4 ± 29.4 33.9 ± 28.4 51.1 ± 14.2

Zero-shot Yes Yes 87.8 ± 5.9 11.7 ± 6.7 67.2 ± 27.1 32.8 ± 27.1 53.3 ± 11.5 46.7 ± 11.5
+Reflection Yes Yes 55.6 ± 38.9 43.3 ± 37.1 20.0 ± 1.7 80.0 ± 1.7 53.9 ± 24.1 45.6 ± 23.6
+Correction+RAG Yes Yes 38.3 ± 6.0 61.1 ± 5.4 40.0 ± 18.0 60.0 ± 18.0 49.4 ± 49.2 43.3 ± 39.8
+Debrief Yes Yes 3.3 ± 3.3 95.6 ± 3.8 6.7 ± 11.5 93.3 ± 11.5 18.3 ± 21.7 81.1 ± 21.2

collaboration through communication in zero-shot interactions. Our experi-

ments show that Zero-Shot agents (gpt-4o-mini), even with communication enabled,

fail to coordinate effectively. The failure modes are (1) agents do not communicate

effectively to understand each other’s needs in perception or achieve agreement in

negotiation; or (2) even when the messages make sense to humans, agents do not

respond with appropriate driving commands. This result suggests that without prior

training or explicit strategies, chain-of-thought reasoning alone is insufficient to fos-

ter effective coordination. Future work could examine whether reasoning models like

gpt-o4 can overcome these failures.

R2: Decentralized learning can enable LLM agents to improve their

collaborative ability as they gain more interaction experiences. The de-

centralized learning methods, Reflection and Correction+RAG, show significant im-
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provement in reducing collision rates from Zero-Shot across tasks. Reflection allows

agents to individually analyze their experience to generate knowledge, but the knowl-

edge is often more reactive than proactive (see Appendix A.4.7 for example). The

Correction+RAG method records successful episodes to preserve successful coordi-

nation patterns and correct commands and messages at key frames selected through

heuristic batch sampling. However, although the method improves the control re-

sponse strategy, we find that it qualitatively does not always generate messages that

are consistent with the actions, possibly due to the open-loop revisions. Both methods

show promise but have room for improvement.

R3: Centralized debriefing enhances coordination more than decen-

tralized reflection. The debriefing method, which focuses on generating explicit

cooperation strategies, enables LLM agents to achieve more stable collaboration com-

pared to decentralized reflection or zero-shot approaches, evidenced by higher success

rates than baselines across tasks. The main performance boost comes from the for-

malized coordination strategy, which both defines how to communicate and how to

respond given a dialogue. Interestingly, this method reveals that LLMs sometimes

fail to understand complex natural language messages, so the agents eventually de-

velop concise communication protocols (like “hold" and “go" in Appendix A.4.8) to

ensure their intentions are easily interpretable among themselves. However, open

challenges still remain. For example, the debriefing process can go awry where no

agents can find issues with the cooperation strategies in harder and longer-horizon

tasks like negotiation-highway-exit. We further provide detailed qualitative anal-

ysis in Section 4.4.2.

R4: Natural language communication in cooperative driving can be

effective, but may pose safety risks without good communication strate-

gies. Our method, which operates with natural language communication, provides a

proof of concept for natural-language-based multi-agent coordination across scenar-

ios. However, learning to communicate effectively remains challenging. In coopera-

tive perception tasks, communication-enabled methods consistently outperform silent

63



ones, highlighting the critical role of information sharing. In contrast, in negotiation

scenarios such as highway-merge and highway-exit, agents generally perform better

in silent mode. This result suggests that communication adds complexity and can

hinder coordination when not well-optimized. We speculate that the root cause lies in

the suboptimal communication strategies learned under decentralized training, where

messages may introduce noise rather than useful signals.

4.4.2 Qualitative Analysis

This section uses the negotiation-highway-merge scenario as an example

scenario to analyze policy behaviors and qualitatively examines the learned knowledge

and cooperation strategies. For detailed insights into the learned knowledge, please

refer to Appendix A.4, and refer to the videos (https://talking-vehicles.github.

io/) for comprehensive demonstrations of policy behaviors.

First, we present a recorded communication exchange between agents in a

demonstrative video:

Vehicle 121 (on the highway): Vehicle 120, I am slowing down to
create a gap for your merge. Please proceed safely.

Vehicle 120 (merging) replied: Thank you, Vehicle 121, I will
speed up to merge into the gap you create. Please maintain your
speed to facilitate my merge.

This form of communication is human-interpretable, paving the way for

future human participation in multi-agent collaboration. In contrast, the (x, y, z, feature)

latent representation generated by Coopernaut lacks interpretability for humans

and requires all vehicles in the collaboration system share the same encoder, limiting

its flexibility in mixed-autonomy settings. While in this work we do not enforce that

the communication be suitable for humans to participate in the collaboration directly,

the results suggest that it may be possible to move in that direction in the future by

enforcing short, real-time messages.
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Second, the in-context knowledge developed through the debriefing process

demonstrates a clear and coherent cooperation strategy, defining each agent’s

role and their coordination mechanisms (Appendix A.4.5), in contrast to the purely

reactive policies formed through self-reflection without explicit discussion of cooper-

ation strategies (Appendix A.4.7).

Third, agents behave according to their learned knowledge and co-

operation strategy. In the negotiation-highway-merge scenario, the debriefing-

based policy’s behavior follows the developed structured cooperation strategy: when

the merging vehicle requests to enter the highway, highway vehicles explicitly slow

down to create a gap, enabling a smooth and coordinated merge. In contrast, under

the Correction+RAG (Silent) mode, the lack of a clear cooperation strategy leads

to uncertainty. Both merging and highway vehicles struggle to determine the right

of way, often resulting in either a collision or a prolonged, indecisive interaction at

the junction. We encourage readers to watch the supplementary videos accompa-

nying this chapter for a deeper understanding of the qualitative differences between

policies.

4.4.3 Cross-Scenario Generalization and Distillation towards Real-Time

Up to this point, a separate policy was trained to handle each of the Talk-

ingVehiclesGym scenarios. However, for practical deployment, it is desirable to

develop a single policy that can handle a broad range of challenging driving scenarios.

We explore two independent approaches for achieving cross-scenario generalization:

Centralized Memory and Distillation.

In the Centralized Memory approach, we aggregate all agents’ most ef-

fective knowledge—identified by the highest estimated success rate across learning

trials—into a unified vector memory. This memory supports unified policy execution

across multiple tasks by retrieving relevant experiences based on the agent’s current

observation.
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In the Distillation approach, we conduct full-parameter fine-tuning of a com-

pact language model, DistilGPT2 (Radford et al., 2019; Sanh et al., 2019), to di-

rectly imitate the behavior of the large memory-augmented LLM+Debrief agent.

The imitation dataset is constructed by aggregating all successful evaluation episodes

across scenarios. The distillation model is trained using token-level cross-entropy loss

to match the output distribution of the large model. During inference, decisions are

generated through softmax sampling with a temperature of 0.2.

We evaluate the performance of each unified policy independently across dif-

ferent scenarios using three random seeds, reporting the mean performance and the

standard error of the mean (1 SEM) in Table 4.4. For reference, we also report the

performance statistics of the individually selected knowledge (Debrief (per-scenario)).

The Centralized Memory policy maintains strong performance across tasks.

However, we observe a performance drop in overtaking scenarios (perception-overtake

and negotiation-overtake). We hypothesize that this drop is due to structural

and objective similarities across tasks, leading the memory to occasionally retrieve

mismatched strategies. Moreover, negotiation-based tasks require proactive commu-

nication initiation by the agent, whereas perception-focused tasks do not, further

exacerbating mismatches in coordination strategies. These findings raise important

challenges for future research on ad hoc teamwork and generalizable communication

protocols.

The Distillation model achieves decision generation times between 100 ms

and 470 ms on an NVIDIA A40 GPU, depending on message generation length (50

bytes to 300 bytes), getting close to the 500 ms decision-making frequency (as shown

in Table 4.5). Remarkably, the distilled model generalizes well across scenarios and

even surpasses the performance of its teacher model in some cases. We observe that it

tends to behave overly conservatively in perception-overtake scenarios, suggesting

room for further improvement, potentially through expert-guided correction methods

such as DAgger (Ross et al., 2011a).
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Table 4.4: Experimental results for Generalization across scenarios. Each policy
is evaluated using three random seeds, with 30 episodes per seed. We report the mean
performance over the 30 episodes, along with one standard error of the mean across seeds.
Debrief (per-scenario) represents policies learned individually for each scenario and serves
as an oracle baseline for comparison with the generalization performance of Centralized
Memory and Distillation.

Method
Scenario Overtake (Perception) Red Light Left Turn

CR (%) ↓ SR (%) ↑ CR (%) ↓ SR (%) ↑ CR (%) ↓ SR (%) ↑

Debrief (per-scenario) 1.1 ± 1.1 98.9 ± 1.1 0.0 ± 0.0 96.7 ± 0.0 4.4 ± 2.9 94.4 ± 2.2
Centralized Memory 2.2 ± 1.1 93.3 ± 1.9 0.0 ± 0.0 100.0 ± 0.0 4.4 ± 2.9 93.3 ± 3.3
Distillation 0.0 ± 0.0 83.3 ± 1.9 0.0 ± 0.0 91.1 ± 4.4 0.0 ± 0.0 96.7 ± 0.0

Method
Scenario Overtake (Negotiation) Highway Merge Highway Exit

CR (%) ↓ SR (%) ↑ CR (%) ↓ SR (%) ↑ CR (%) ↓ SR (%) ↑

Debrief (per-scenario) 10.0 ± 3.8 87.2 ± 3.9 2.2 ± 2.2 97.8 ± 2.2 13.3 ± 6.0 86.7 ± 6.0
Centralized Memory 12.2 ± 2.9 86.7 ± 1.9 1.1 ± 1.1 98.9 ± 1.1 16.1 ± 4.8 82.8 ± 5.3
Distillation 10.0 ± 3.3 88.9 ± 4.4 0.0 ± 0.0 100.0 ± 0.0 3.3 ± 0.0 96.7 ± 0.0

Table 4.5: Decision latency, message size using distilled LLM policy

Latencies
Scenario Overtake Left Turn Red Light Overtake Highway Merge Highway Exit

Decision Latency (s) 0.45 0.44 0.38 0.14 0.19 0.20
Message Size (bytes) 223.3 297.9 223.0 28.0 59.0 59.0

4.5 Related Work

This research is closely aligned with recent advancements in LLM agents for

autonomous driving. Our key contribution is a novel multi-agent learning framework

in which LLM-based agents learn to communicate and collaborate using natural lan-

guage. Unlike prior approaches that rely on imitation from human data, our method

leverages self-play interactions to develop effective communication protocols and co-

operative behaviors. In the following, we provide a review of the development of LLM

agents in the context of autonomous driving.

LLM Agents for Autonomous Driving. LLM agents have shown potential to

address various autonomous driving tasks. In particular, they are promising in tack-

ling corner cases (Wen et al., 2023b) due to their reasoning ability and the common-
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sense knowledge embedded, yielding a more generalizable autonomous driving stack.

Recent studies have explored various approaches to tailor state-of-the-art LLMs for

driving (Wen et al., 2023a; Hu et al., 2024). However, a foundational challenge lies in

grounding LLM agents in the real world—they need to perceive and understand the

traffic scenarios. A straightforward approach is to obtain the observations from oracle

perception models (Mao et al., 2023b) and convert them to textual descriptions (Mao

et al., 2023a; Sha et al., 2023; Jin et al., 2023; Cui et al., 2023b). Some other studies

tackled this challenge by introducing Visual Language Models (VLMs), which are

adapted to driving domains through in-context instruction tuning (Ma et al., 2023)

or fine-tuning (Wayve, 2023; Xu et al., 2023b; Ding et al., 2023; Yang et al., 2023). To

enhance LLM agents’ reasoning ability, prior works have investigated incorporating

handcrafted guidance and examples in the prompts (Sha et al., 2023; Jin et al., 2023;

Cui et al., 2023b), structuring the reasoning procedure (Mao et al., 2023b; Sima

et al., 2023), and fine-tuning the models on driving datasets. Notably, fine-tuning

LLMs and VLMs requires an extensive amount of driving data with language labels.

Several approaches have attempted to adapt existing language-driving datasets for

LLM fine-tuning (Ding et al., 2023; Xu et al., 2023b; Ma et al., 2023) or augment

large-scale multimodal driving datasets (Caesar et al., 2020; Sun et al., 2020; Mao

et al., 2021) with language labels (Qian et al., 2023; Shao et al., 2023; Sima et al.,

2023; Nie et al., 2023). In contrast, our work generates scalable driving data through

agent self-play. Note that existing models were predominantly evaluated in an open-

loop fashion. In contrast, similar to some prior work (Shao et al., 2023; Sha et al.,

2023; Jin et al., 2023), we conduct closed-loop evaluation of the proposed method and

baseline methods in CARLA (Dosovitskiy et al., 2017). More importantly, none of

the existing work has explored optimizing LLM agents in a multi-agent setting with

natural language vehicle-to-vehicle communication. AgentsCoDriver (Hu et al., 2024)

and LangCoop (Gao et al., 2025) represent concurrent but distinct efforts.
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4.6 Summary, Limitations, and Future Work

This chapter introduces the Talking Vehicles problem, a novel setting for multi-

agent autonomous driving in which vehicles communicate and coordinate using nat-

ural language. We contribute a multi-agent simulation environment, TalkingVehi-

clesGym, and present LLM+Debrief, a self-play learning framework that equips

LLM agents with the ability to generate, interpret, and act upon natural language

messages through reflective and collaborative debriefing (contributes along Dimen-

sion A (Communication-Supporting Representations) and Dimension C (Collabo-

rate with Human-Like Agents) introduced in Chapter 1). Our experiments demon-

strate that, while zero-shot LLMs fail to establish effective coordination, iterative

learning via decentralized reflection and centralized debriefing substantially improves

cooperative performance across both perception and negotiation scenarios. Further-

more, we show that these learned behaviors can be distilled into efficient models

capable of generalizing across diverse driving tasks under real-time constraints. This

study represents an important step toward integrating natural language as a universal

protocol for V2V communication, bridging the gap between human-understandable

coordination and autonomous decision-making.

While our work provides promising initial evidence of the potential of LLM

agents and LLM+Debrief’s in addressing the Talking Vehicles problem, it comes

with several limitations and opens up rich directions for future research.

Idealized Agent Perception. In this work, the LLM agents rely on text obser-

vations, assuming an idealized perception system. This choice stems from the strong

performance of current LLMs and the early-stage development of multi-modal mod-

els. However, TalkingVehiclesGym environment supports multi-modal sensory

input. Future work may develop agents that integrate multi-sensor perception and

reasoning to fully leverage the rich context in realistic observations.
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Communication Challenges. We assume that agents intend to communicate

truthfully, reliably conveying their intentions and following through on their stated

decisions. However, real-world vehicle-to-vehicle communication faces numerous chal-

lenges, including time delays that result in outdated information and the risk of ad-

versarial or deceptive messages. Future research chould develop methods to handle

these challenges, ensuring timely and secure exchanges of information. Techniques

such as real-time data verification and robust communication protocols will be critical

for enhancing the reliability and safety of vehicle-to-vehicle communication systems.

Training Scalability and Ad Hoc Teamwork. While this chapter reports on

a successful proof-of-concept, the scalability of LLM+Debrief to learn in diverse

traffic scenarios and different environmental conditions has not been exhaustively

tested. A limitation of our method is that, although it is sample-efficient, requiring

only a few interaction episodes, the analysis must occur immediately after an episode

concludes, which hinders scaling up learning. Future work could potentially scale

up the training using multi-agent reinforcement learning to finetune the agents while

using strong Kullback–Leibler regularization with a foundation model to ensure the

agents speak human language during self-play. Additionally, future work may address

ad hoc teamwork, where agents adapt to collaborators following different conventions.

Human Interface and Human Evaluation. To extend these methods to human-

autonomous cooperation, intuitive and user-friendly interfaces (e.g., speech) are essen-

tial. Although our research opens up the potential for autonomous cars to cooperate

with human drivers, the complexity of effective communication interfaces for humans

is substantial. Comprehensive human-centered evaluations using human-friendly in-

terfaces are deferred to future studies.

Next, we will move to the topic of generalizing to previously unseen opponents

or teammates in multi-agent systems.
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Part III

Learning to Generalize

71



Chapter 5

Generalizing to Adversarial Opponents

In this dissertation, policy generalization refers to the agent’s ability to maintain

acceptable performance when interacting with previously unseen agents, which is an

essential capability for agents to adapt to the future human-AI society. To promote

generalization, this dissertation adopts the philosophy of population-based training,

encouraging the generation of a diverse population of training partners with

whom the agent can interact and learn.

This chapter investigates policy generalization in adversarial settings, using

cache-timing attacks (CTA) as a representative example (Section 5.1). Cache-

timing attacks exemplify a class of computer security problems where decades of re-

search have involved manually identifying new attacks and designing heuristic-based

detectors. We aim to automate this attack–defense cycle to enhance the generaliza-

tion ability of learned detectors. In contrast, Chapter 6 focuses on generalization in

cooperative multi-agent settings.

Leveraging Empirical Game-Theoretic Analysis (EGTA), this chapter intro-

duces MACTA (Section 5.3), a population-based method that generates increas-

ingly diverse opponents through iterative training. It integrates Fictitious Play

(Brown, 1951) with Proximal Policy Optimization (PPO) (Schulman et al., 2017)

to advance the study of CTA problems. In addition, this chapter contributes a re-
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alistic multi-agent simulation environment, MA-AutoCAT (Section 5.2), which

models the interactions among attackers, benign programs, and detectors.

Experimental results (Section 5.4) demonstrate that MACTA produces a wide

range of attackers that effectively camouflage themselves as benign programs. Detec-

tors trained with MACTA exhibit strong resilience against novel, adaptive attackers,

reducing the worst-case number of successful attacks by 20%.

Overall, this chapter presents a population-based multi-agent learning frame-

work that improves generalization to unknown adversaries in the context of cache-

timing attack detection. This directly contributes to Dimension B: Multi-Agent

Policy Generalization of the core research question explored in this dissertation.

This work was published in the Proceedings of the 11th International Con-

ference on Learning Representations (ICLR) in 2023. The author developed the

MACTA framework and led the experimental evaluation under the supervision of Xi-

aomeng Yang, Wenjie Xiong, and Yuandong Tian. The author, together with Mulong

Luo, Geunbae Lee, and Wenjie Xiong, contributed to the design and construction of

the MA-AutoCAT environment. Mulong Luo additionally validated the discovered

attack patterns on real hardware. Peter Stone, Hsien-Hsin Lee, Benjamin Lee, and

G. Edward Suh provided mentorship, guidance, and in-depth feedback throughout

the project.

5.1 Problem Statement: Cache Timing Attacks

The cache timing attack challenge is a fundamental problem to address as such

kinds of attacks are stealthy but powerful. We introduce the domain knowledge and

problem formulation in this section.
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5.1.1 Domain Description

A cache is a small and fast on-chip memory device commonly used in modern

processor designs to reduce latency of memory accesses. Accessing memory addresses

whose data are available in a cache is fast (called a “cache hit"). If the data is not

in the cache, data has to be retrieved from the main memory, which is much slower

(called a “cache miss”).

Surprisingly, this timing difference in memory accesses due to caching could

leak information across different programs/processes executing with a shared cache,

a vulnerability known as cache timing attacks (CTA).

As shown in Figure 5.1(a), CTA involves the attacker process and the victim

process both sharing the same cache. An example (Prime+Probe CTA (Liu et al.,

2015)) is given in Figure 5.1(b). The victim’s memory access will evict the attacker’s

cache line from the cache, causing latency changes in the attacker’s future memory

accesses. Thus, the attacker can infer whether the victim made access to a specific

memory address by observing its own memory access latency, and thus be able to

infer the victim’s private information.

A0 A1 A2 A3 Cache

A0 V1 A2 A3 Cache

Attacker accesses A0, …, A3 
and occupies the whole cache 

Victim accesses one of the secret address 
In this example: victim accesses V1

Attacker accesses A0, Cache Hit (Fast access)
Attacker accesses A1, Cache Miss (Slow access)
Victim’s secret address must be V1!

A1 A2 A3 CacheA0

(1) Attacker Prime:

(3) Attacker Probe:

(2) Victim access:
0 1 2 3 Cache

Attacker Process
Virtual Memory Space

Victim Process
Virtual Memory Space

A0 A1 A2 A3

V0 V1 V2 V3

Hit Hit HitMiss

(a) (b)

Figure 5.1: (a) Cache timing channel attack is formed when the attacker process and the
victim process use the same locations of a shared cache for their memory accesses. (b) An
example of Prime+Probe CTA in a 4-set direct-mapped cache. The attacker process can
infer which memory address the victim process accesses by observing the latency.
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5.1.2 Problem Statement

In this work, our goal is to jointly find novel attackers and robust detector

policies that can generalize to unseen opponents, leading to insights for future cache

design. The problem of joint learning can be formulated as a general-sum Partially

Observable Stochastic Game (POSG) (Chapter 2) , where the attacker and detector

have limited observations and optimize for their own cumulative return. Given the

finite set of policies, the resultant attacker is the best response to a mixture of all

detector policies explored, and the resultant detector is the best response to a mixture

of all attacker policies explored.

Partially Observable Stochastic Games (POSGs) Formally, an n-player episodic

POSG can be described using a tuple {I, T ,S,P , {A}ni=1, {O}ni=1, {R}ni=1, γ}, where

I is the finite set of players, T is the episode length, S is the true state space, P is

the state transition probability. Ai is the action space of player i, and the joint action

space of all agents is {A}ni=1 = A1×A2...×An. Similarly, Oi is the observation space

of player i, and Ri is the reward function for player i. Lastly, γ ∈ [0, 1] is a reward

discount factor. In POSGs, each agent only has access to its own observations and

actions, and its goal is to maximize the cumulative episodic reward for itself given

the opponents’ policies, J i(πi, π−i) = E
[∑T

t γ
trit|s0, ait ∼ πi(st), a

−i
t ∼ π−i(st)

]
.

A Nash Equilibrium (NE) (Chapter 2) is one solution concept to POSGs.

Formally, a NE is defined as a saddle point for any player’s policy πi, we have

J i(πi
∗, π

−i
∗ ) ≥ J i(πi, π−i

∗ ),∀i ∈ N . Namely, given all other agents’ equilibrium poli-

cies π−i
∗ , there is no motivation for agent i to unilaterally deviate from its current

policy πi
∗ to achieve higher returns.

5.2 Environment: MA-AutoCAT

To study the learning dynamics of the attackers and the detectors in CTA,

we develop MA-AutoCAT, a gym (Brockman et al., 2016a) environment that mod-
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els realistic multi-agent CTA interactions. We build the environment based on a

cache simulator, which faithfully models cache state changes, following practices in

prior works on CTA detection schemes (Harris et al., 2019; Mirbagher-Ajorpaz et al.,

2020). Note that experimenting detectors on real processors requires hardware modi-

fications, which is prohibitively expensive. Figure 5.2 demonstrates the environment

components and game mechanism.

Detector 
Agent

Attacker Program

r: Successful Attack without alarm:  Attacker receives reward
    Unsuccessful Attack:         Attacker receives penalty

r: Correct Alarm:      Detector receives reward
    False Alarm or False Negative:      Detector receives penalty

Attack Scenario
Victim Program

or
Benign Program 1
Benign Program 2
Benign Scenario

Cache
simulatora: If Detector alarms: 

Terminate the programs

o: Observe latency

a: Memory accesses 
by both programs

o: Observe memory 
accesses by both programs

Figure 5.2: We propose MA-AutoCAT, a multi-agent environment to jointly explore and
optimize the policies of the attacker and the defender processes in CTA. In this environment,
multiple agents can play different roles and learn from each other. The end goal is to learn
policies that can generalize to deal with previously unseen opponents (e.g., those designed
by human heuristics).

In MA-AutoCAT, each agent plays a different role, and each role has a

specific goal (i.e., reward), a different level of privileged accessibility (i.e., observation)

to the information of the environment, and a different way to take actions (i.e., action

space), listed as below:

Benign Program (B) accesses memory in a regular way, implemented by

replaying an offline log of memory accesses from regular programs (e.g., a standard

benchmark suite such as SPEC (Bucek et al., 2018)). It has no observation and no

policy needs to be learned.

Victim (V) accesses memory with addresses that depend on a secret. Studies

have shown that such secret-dependent memory accesses are common in real-world

applications (e.g., HTTP parser), libraries (e.g., OpenSSL), and Linux kernel (Jo-

hannesmeyer et al., 2022; Qi et al., 2021; Oleksenko et al., 2020). In CTA, a victim’s
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secrets usually contain multiple bits, and attackers target one bit at a time; after

guessing one bit of a secret, the attacker moves to the next bit. To model this in our

environment, the secret bit is reset after the attacker’s attempt to guess the secret

and the victim accesses an address depending on the secret when triggered.

Attacker (A) aims to obtain the secret memory address of the victim process,

by checking the patterns of latency of memory accesses. An attacker may learn a

policy to pick which memory addresses to access, and observes the binary latency

signal (slow/fast). The attacker can also trigger the victim process to execute, regain

control after its execution, and guess the secret address of the victim if it is confident

to do so. Importantly, the attacker can only see the latency of its own accesses.

Detector (D) aims to raise the alarm as soon as possible when an attacker

is present while avoiding a false alarm for benign programs. As a system process, we

assume that the detector can observe memory accesses to the cache sets of all running

processes in the environment. The detector will terminate an episode if an alarm is

raised.

See Appendix B.2 for detailed specifications of the observations, actions, and

rewards.

In each episode, we may pick multiple agents of different roles to be in the

environment and let them interact. In this work, we mainly test the following two

possible scenarios:

• Attack Scenario (DAV). The environment contains a detector, an attacker, and

a victim. The attacker aims to obtain the secret address of the victim. The

detector aims to detect the presence of an attacker and terminate processes as

soon as possible.

• Benign Scenario (DBB). The environment contains a detector and two benign

programs with no malicious intent. In this case, the detector should not raise

any false alarms.
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We leave more complicated settings, such as scenarios with both victims and benign

programs (e.g., DAVB) as future work.

5.3 Method: MACTA

The CTA that we consider is a POSG with three fundamental characteris-

tics: (1) Partial Observability. In CTA, the attacker knows which program to

attack but can only see the attacker’s own actions and latencies, while the detector

does not know if there is any attacker nor which program the attacker is targeting.

(2) Sparse-Reward Markov Game. The CTA game can have a long episode

length, and agents have to come up with a good action sequence before receiving the

reward. Especially, the attacker must learn both low-level skills to perform attacks

and high-level strategies to avoid defenders. (3) Environment Randomness. Such

randomness comes from randomized victim secret addresses and the random trajec-

tory sampling of benign programs. We propose our method based on the three crucial

features.

MACTAIBR-PPO

Q learns policy against P using PPO  QP

Detector 1

Attacker 1

Detector 2 Detector 3

Attacker 2 Attacker 3

Detector 1

Attacker 1

Detector 2 Detector 3

Attacker 2 Attacker 3

Figure 5.3: Method. Iterated Best Response PPO (IBR-PPO) learns the best response
to the previous opponent only, while MACTA learns the best response to a uniform mixture
of all historical opponents.

In this chapter, we introduce our approach, MACTA (Figure 5.3 Right), as

an initial solution to the CTA challenge using MARL. MACTA adopts Transformers

(Vaswani et al., 2017) as the neural encoder of policy nets, Proximal Policy Optimiza-

tion (PPO) (Schulman et al., 2017) as the policy learning algorithm, and Fictitious

Play (FP) (Brown, 1951) as the game-theoretic tool.
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To deal with history-dependent partial observations and sparse rewards, both

the attacker and the detector are equipped with policy nets with Transformer en-

coders. The Transformer encoder is mainly composed of scaled dot-product attention

and multi-head self-attentions. It can effectively integrate information from long time

horizons and large-scale data while not suffering from vanishing or exploding gradients

in recurrent neural networks (RNNs) (Parisotto et al., 2020).

The attacker and the detector optimize their policies by the PPO algorithm to

effectively learn a policy in the Markov game. Although independent reinforcement

learning, where all agents are updating their policies simultaneously, is notoriously

known for the instability issue in training (Tan, 1993), if we only train one agent

at a time and keep others stationary, then other agents can be taken as a part of

the environment, and PPO can effectively optimize the policy for higher cumula-

tive rewards. Iterated Best Response PPO (IBR-PPO) (Figure 5.3 Left) is the most

naive way of implementing the above idea. It alternates the training of the attacker

and detector so that they learn the best policy against the most recent opponent.

However, it may fall into the cyclic policy learning and never converge to any Nash

Equilibrium (Roughgarden, 2010).

As a widely accepted method in MARL, creating a diverse pool of opponents

and learning the best response to a mixture of them can alleviate the cyclic issue and

help with generalization. Similar to fictitious play in game theory, we create a pool for

each agent and add their historical policies to the pool. Concretely, for each iteration

τ , we denote the set of policies explored until τ of agent i by our method as Πi
τ , the

opponents’ joint policy set as Π−i
τ . Then we learn the best response (BR), πi

∗(U(Π−i
τ )),

to the uniform mixture of the opponents’ policy pool using a best response learner

(e.g. PPO), and add the best response to the policy pool. Mathematically, for each

iteration

∀i : Πi
τ+1 ←− Πi

τ ∪ {πi
∗(U(Π−i

τ ))} (5.1)

where −i represents all players except for player i, and U is the uniform distribution.
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There are more advanced meta game frameworks like Double Oracle (McMahan

et al., 2003) and Policy Space Response Oracle (Lanctot et al., 2017), which measure

the meta game payoff matrix among different explored policies and solves the matrix

for the best opponent mixture. In our case, since the environment contains some

randomness, it is inefficient to precisely estimate the payoff matrix. We thus leave

exploring more advanced game frameworks as future work.

The above components constitute our approach (Algorithm 3 in Appendix B.7).

MACTA alternates the training of attacker and detector every E epochs and adds

one deterministic policy checkpoint of the learning agent to the agent’s policy pool

every N epochs. During one agent’s training, the agent faces a uniform mixture of all

opponents’ past deterministic policy checkpoints. Note that we create such a mixture

by uniformly sampling policies from the opponent’s policy pool at each action step.

Implementation Details. 1 Specifically, we start with empty policy pools for both

agents, first train the attacker for 50 epochs (each epoch contains 3000 training steps)

to gain the basic skills of obtaining information from the victim program, and add

one policy to the attacker’s policy pool every 10 epochs. Then we stop the attacker’s

training and switch to train the detector against the pool of the first 5 attacker

policies for 50 epochs. Similarly, the detector will have 5 policies by the end of

this training iteration (50 epochs). The above process is repeated until the target

training iterations (1800 epochs). We adopt an Actor-Critic implementation of PPO

for both the attacker and the detector, and both the policy net and the value net

are 1-layer 8-head Transformer encoders with different output heads. We leverage

the RLMeta (Yang et al., 2022) learning framework for the PPO implementation,

which is an asynchronous version of PPO with sampling and learning in parallel, and

construct our multi-agent learning framework on top of it. For stabilizing the self-play

1Our implementation is available at https://github.com/facebookresearch/macta.
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process, we also apply dual-clip PPO (Ye et al., 2020). Refer to Appendix B.7 for a

more detailed description of training and environment hyper-parameters.

5.4 Experiments

This section introduces our experiment designs to explore the following re-

search questions:

Q1 Can MACTA generate both strong detectors and diverse attackers? (MACTA

produces a wide range of attackers that effectively camouflage themselves among

benign programs, while MACTA detectors demonstrate strong generalization to

previously unseen threats.)

Q2 How resilient are the MACTA detectors to exploitation? (They significantly hin-

der the learning of new attackers and reduce the worst-case number of successful

attacks by 20%.)

Q3 Which neural architecture performs best in the CTA game: MLP, LSTM, or

Transformers? (Transformers.)

5.4.1 Evaluation Setup and Metrics

To evaluate the proposed MARL method, we compare with a few attacker

and detector baselines. For attackers, we consider a textbook attack Prime+Probe

(Algorithm 4), an RL-based attacker (AutoCAT) (Luo et al., 2023), and the PPO with

Iterated Best Response Oracle (IBR-PPO) attacker. For detectors, we include our

implementation of CC-Hunter (Chen and Venkataramani, 2014) and Cyclone (Harris

et al., 2019) (Appendix B.8), and IBR-PPO Detector.

In this work, we employ episode return and intuitive metrics including Attack

Correct Rate, Attacks per Episode, Detection Rate, Episode Length, and

False Alarm Rate. Details are listed in Table 5.1.
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Table 5.1: Evaluation metrics.

Metrics Object Description

Attack Correct Rate Attacker Measures the ability of an attacker to infer a secret correctly
(attack successfully). It is the percentage of correct guesses
among all guesses aggregated over episodes.

Attacks per Episode Attacker,
Detector

Measures the speed of an attacker or the attacker’s ability to
bypass detection or the detector’s ability to prevent attacks.
It is the average number of correct guesses per episode.

Detection Rate Attacker,
Detector

Detection rate is the percentage of DAV episodes alarmed
by the detector within the time limit in the evaluated DAV
episodes.

Episode Length Attacker,
Detector

Measures how fast the detector can find out the existence
of the attacker.

False Alarm Rate Detector Measures the false positive (terminate episode before time
limit) rate of a detector given all benign agents.

5.4.2 Benign Dataset

We use the Standard Performance Evaluation Corporation (SPEC) 2017 bench-

mark suite (Bucek et al., 2018) to represent benign programs, and obtain their mem-

ory access traces using the gem5 simulator (Binkert et al., 2011). We then generate

benign traces by combining the memory accesses from two programs based on the

simulation timestamps. We introduce the details of the Train/Val/Test dataset in

Appendix B.3.

5.4.3 Results

All the experiment results below are reported on an 8set-1way L1 cache. The

attacker’s memory address range is 8-15 and the victim’s secret address is randomly

chosen between 0-7. The episode length is 64 steps. To evaluate different methods, we

report the statistics based on three independent training instances for each learning-

based method and control the final policies from different instances of a method

undergoing the same number of optimization steps.
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5.4.3.1 Attacker Performance

Table 5.2: Attacker performance. Evaluation of the attacker’s correct rate and number
of attacks in 64-step episodes without detectors. Statistics are reported on three independent
evaluations of 10,000 episodes.

Metrics
Attackers Prime+Probe AutoCAT IBR-PPO Attacker MACTA Attacker

Attack Correct Rate (%) ↑ 100.0 ± 0.0 100.0 ± 0.1 99.9 ± 0.1 100.0 ± 0.1
Attacks per Episode ↑ 3.0 ± 0 5.2 ± 0.1 5.2 ± 0.1 4.3 ± 0.3

We first evaluate the attacker agent’s performance in terms of attack correct

rate and the number of attacks in an episode, to validate that the attacker agent

is conducting effective attacks. Table 5.2 shows that every attacker evaluated can

achieve a decent attack correct rate, indicating the agent acquires effective attack

policies. In addition, the MACTA attacker has the smallest number of attacks per

episode among the learning-based methods, because it learns to obfuscate itself as

a benign program. Example attack sequences demonstrating the strategic attack

behaviors can be found in Appendix B.4.

5.4.3.2 Head-to-Head Evaluations

In this head-to-head evaluation, we have an attacker play against a detector

from different training instances for 10,000 episodes and report the mean detection

rate and the mean episode length for all attacker and detector pairs. The head-to-

head evaluation results can be found in Table 5.3 and Table 5.4. We also report the

mean false alarm rate and the mean episode length of the detectors on unseen Benign

agents in the last column of the table.

We find that the heuristic detector CC-Hunter cannot effectively discrimi-

nate the RL attackers from benign agents since the episodes are too noisy and too

short to compute meaningful auto-correlations. Tuning the auto-correlation thresh-

old only returns either a high false alarm rate or a low detection rate. The anomaly

detector, Cyclone (One-Class SVM), is more effective at detecting high-bandwidth

attackers such as AutoCAT and IBR-PPO attackers, yet it struggles with detecting
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Table 5.3: Mean detection rate (%). Head-to-head evaluations with unseen opponents
from different training instances. The higher the better for detectors when the opponent
is an attacker, and the lower the better when the opponents are benign programs. ‘()’ as
Cyclone (SVM) is trained on Prime+Probe.

Detectors
Opponents Prime+Probe ↑ AutoCAT ↑ IBR-PPO Attacker ↑ MACTA Attacker ↑ Benign ↓

CC-Hunter (thold=0.45) 37.7 ± 0.6 13.7 ± 1.3 12.1± 0.4 16.4 ± 2.3 27.6 ± 0.9
Cyclone (One-Class SVM) 0.0 ± 0.0 55.8 ± 4.3 33.6 ± 12.8 9.0 ± 5.3 19.3 ± 0.9
Cyclone (SVM) (99.5 ± 0.1) 0.0 ± 0.0 0.0 ± 0.0 0.1 ± 0.1 1.4 ± 0.2
IBR-PPO Detector 0.9 ± 0.7 7.3 ± 20.5 6.4 ± 15.6 8.4 ± 21.9 0.4 ± 0.5
MACTA Detector 97.8 ± 0.9 99.9 ± 0.2 99.6 ± 0.4 31.2 ± 18.5 1.1 ± 0.2

Table 5.4: Mean episode length (steps). Head-to-head evaluations with unseen oppo-
nents from different training instances. The lower the better for detectors when the opponent
is an attacker, and the higher the better when the opponents are benign programs. Cyclone
and CC-Hunter both require a fixed episode length of 64 steps.

Detectors
Opponents Prime+Probe ↓ AutoCAT ↓ IBR-PPO Attacker ↓ MACTA Attacker ↓ Benign ↑

IBR-PPO Detector 63.4 ± 0.4 59.6 ± 12.4 60.1 ± 9.5 58.9 ± 12.2 63.7 ± 0.3
MACTA Detector 16.4 ± 1.1 12.0 ± 2.8 12.5 ± 2.2 50.5 ± 8.7 63.4 ± 0.1

low-bandwidth attackers like Prime+Probe and MACTA attacker and has a high

false alarm rate. The SVM detector with Cyclone features is able to perform well

(99.5% detection rate) on the heuristic attack (Prime+Probe) that it is trained on,

but has low detection rate on RL attackers. Another drawback of these previous

methods is that they require fixed-length observation that is longer than the steps

needed to complete attacks (usually 12 steps in this cache configuration). IBR-PPO

falls into the cyclic policy learning issue; the detector is able to react well (98.3%

detection rate) to the attacker that it is trained against but fails to respond well to

other attackers.

MACTA, however, is able to generalize to unseen attacks such as Prime+Probe

and the IBR-PPO attacker. At the same time, MACTA also has a low false positive

rate and fast detection speed which prevents further information leakage. We hypoth-

esize that MACTA can abstract the general pattern of the attackers from interacting

with diverse attacker strategies during training.

On the other hand, since the detector is trained to block all the previous
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attack policies, the attacker had to explore a new policy space to evade detection. The

MACTA attackers are able to evade a variety of unseen detectors. The above findings

highlight the benefits of using MARL solution concepts in learning the detectors.

5.4.3.3 Exploitability Evaluations

We measure how a detector can be exploited by adaptive attackers, by fixing a

detector strategy and training an RL exploiter (i.e., an attacker) against the detector

by dual-clip PPO from scratch. The training curve of the exploiters of MACTA

detectors can be found in Figure 5.4. As the training time of the MACTA detec-

tors increases, it becomes more difficult for an RL attacker to bypass the detectors.

Specifically, it will take the RL exploiter attacker longer to find a meaningful attack

strategy. And even though the RL exploiter attacker can learn to attack eventually,

the number of attacks per episode decreases from around 5.0 attacks per episode (No

Detector) to about 4.0 attacks per episode (MACTA-18th), leading to about 20%

reduction in a learning attacker’s bandwidth. The decrease in the number of attacks

can come from the slower attack speed (to reduce the chance of detection) or faster

detection speed so fewer attacks can be performed.
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Figure 5.4: Exploitability evaluation. We fix the detector policies (No Detector, detec-
tor of 9th and 18th fictitious play iterations in MACTA (MACTA-9th, MACTA-18th)) and
train an RL attacker against the detectors from scratch. Left: Average Episodic Attacker
Correct Rate. Right: Attacker’s Number of Attacks per episode.
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Figure 5.5: A study on neural architectures. We use a Transformer with 8-head
attention and one Transformer encoder layer in MACTA experiments. Left two: Train
attacker-only tasks using different neural architectures on two machines. Right two: Train
attackers with different Transformer configurations on two machines.

5.4.4 Ablation Study on Neural Architecture

Our CTA task is an example where neural architecture plays a critical role

in learning a meaningful policy. We train attacker-only tasks using different network

architectures on different machines (details in Appendix B.6) as shown in Figure 5.5.

For PPO attackers, MLP with residual connections (He et al., 2016b;a) fails to achieve

a high episode return, while the Transformer and LSTM (Hochreiter and Schmidhu-

ber, 1997) networks succeed. For Transformers, our study shows that increasing the

number of encoder layers in the Transformer can slightly improve the return but is

less efficient in wall time. On the other hand, reducing the number of heads slows

down learning. The above evidence suggests that the sequence modeling structure is

critical for CTA attack policy learning. Our hypothesis is that a successful attack is

composed of a series of events, which may contain history-dependent relations among

events, and Transformers can effectively model such relations. While the prior work

(Luo et al., 2023) also shows that Transformers can be used for RL CTA attacker, we

provide more in-depth studies on different model architectures in this work.

5.5 Related Work

This section reviews prior work on three fronts relevant to our study: (1) the

design of detectors for cache timing attacks, (2) game-theoretic approaches to model-
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ing security problems, and (3) population-based methods in multi-agent reinforcement

learning. We highlight how our method, MACTA, differs from existing approaches

by focusing on the automated discovery of novel attack and defense strategies in a

realistic and dynamic environment.

Detectors for Cache Timing Attacks CC-Hunter (Chen and Venkataramani,

2014) proposes to detect cache-timing attacks using recurrent patterns generated

during cache contention between attack and victim processes. More specifically, it

uses autocorrelation to detect periodic interleaving between the two event trains. Re-

playConfusion (Yan et al., 2016) records and deterministically replays a program’s

memory traces, changing the mapping of cache addresses but retaining the cadences.

Executing the traces in different memory addresses can expose abnormal access pat-

terns observed between an attacker and a victim, which do not exist in benign traces.

Cyclone (Harris et al., 2019) uses cyclic interference from cache contention during an

attack. This detector assigns domain tags to processes, then uses performance coun-

ters to enumerate abnormal cache contention behaviors triggered by each domain tag.

PerSpectron (Mirbagher-Ajorpaz et al., 2020) trains a neural network classifier using

the memory and latency event logs generated from attack examples. The follow-up

work EVAX (Mirbagher-Ajorpaz et al., 2022) improves the classifier accuracy using

generative adversarial networks (GAN). Existing detectors based on known attacks

cannot deal with evolving attackers. Our study shows that the RL attacker can learn

novel strategies to bypass existing static detectors. MACTA solves this problem by

enabling auto-discovery of attacker policies.

Game Theory in Security Games Game theory provides a framework for decision-

making and strategy, modeling how selfish agents interact and affect system outcomes.

In Stackelberg games, a defender must first commit limited resources to protect dis-

parate locations and an attacker that subsequently targets locations, potentially hav-

ing seen the configuration of defenses (e.g., (Bier et al., 2007)). Such games have
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masked systems from probes (Schlenker et al., 2018), defended systems against varied

attack types (Thakoor et al., 2020), and assigned human analysts to automated sys-

tem alerts (Schlenker et al., 2017). Whereas Stackelberg requires the defender to move

first, we consider how the defender’s policy should respond to the attacker’s evolving

policy. Game theory inspires GAN for security (Zolbayar et al., 2021; Baimukan and

Zhu, 2021). Unlike prior works that explore adversarial samples in the neighborhood

of a heuristic attack policy, our RL approach explores a broader, unknown space of

attack policies with a well-defined objective. RL is an instance of stochastic games,

often modeled by a Markov Decision Process. Representative studies of such games

for distributed systems include threat detection and resource allocation (Krishna-

murthy et al., 2007; Fan et al., 2019). To the best of our knowledge, we are the first

to formulate a stochastic game for realistic, practical hardware timing attacks.

Population-based Multi-agent Reinforcement Learning Independent Rein-

forcement Learning in multi-agent environments suffers from the non-stationary op-

ponent issue (Tan, 1993). While Iterated Best Response methods alleviate the above

problem by learning from stationary opponents; they tend to over-fit to other play-

ers’ policies and cause cycles in policy learning (Vinyals et al., 2019). Interacting

with diverse opponent policies or heterogeneous agents is one effective way to avoid

such cycles. Population-based MARL is thus proposed to solve large-scale extensive

form games by creating a diverse pool of agents. Related work includes population-

based reinforcement learning (Parker-Holder et al., 2020b), Neural Fictitious Self-

Play (Heinrich and Silver, 2016), Fictitious Co-Play (Strouse et al., 2021), prioritized

self-play (Vinyals et al., 2019), Double Oracle (DO) (McMahan et al., 2003) and its

generalization Policy Space Response Oracle (PSRO) (Lanctot et al., 2017). The

most closely related applications of population-based MARL to security games, such

as those of Eghtesad et al. (2020) and Wang et al. (2019), use variants of Double

Oracle, but they deal with different and less stochastic domains than ours.
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5.6 Summary, Limitations, and Future Work

In conclusion, this chapter explores how game-theoretic reinforcement learning

could be implemented to enable zero-shot generalization (Dimension B of the key

research question in Chapter 1) and robustness against adaptive exploiters in the

cache timing attack and detection domain. We first introduce the environment MA-

AutoCAT that allows learning for both attackers and detectors, and their complex

interactions with caches. Then we propose to combine the game-theoretic concept of

Fictitious Play and Proximal Policy Optimization to train both agents (MACTA).

Empirically, we found that the detector generated by MACTA can capture the general

pattern of attacks and generalize to unseen attacks. The exploitability study of the

detector also indicates the detectors can impede the learning process of adaptive

attackers and slow down the attacks. On the other hand, the MACTA attacker is

able to explore new policy space and mimic the benign agents to bypass the detectors.

Finally, the neural architecture study demonstrates the strong representability of

Transformers.

Beyond the empirical findings and their implications for practical deployment,

we also identify several theoretical and algorithmic limitations that warrant further

investigation.

Deployment in Real Systems. We use a cache simulator to study CTA, but

we believe the trained attacker and detector can be applied to real hardware with

sufficient engineering efforts. For attackers, Luo et al. (2023) demonstrates that an

attack pattern learned in a cache simulator can be applied to multiple Intel proces-

sors. Similarly, we also show that the attack sequences from a MACTA attack can

work on commercial processors in Appendix B.5. For the detectors, with hardware

changes, the neural network model can be deployed inside a processor with a reason-

able area and power overhead, as demonstrated by Mirbagher-Ajorpaz et al. (2020).

Future work could study how the attacker and detector could be deployed in the real
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production environment.

Convergence of the Policies. In MACTA, we adopt the Transformer-based PPO

algorithm as the policy learning oracle, so there is no guarantee that the algorithm will

return the best response to the opponents in limited optimization steps. Meanwhile,

little previous work discusses the convergence of Fictitious Play when it is used as a

game-theoretic meta solver in the general-sum MARL setting. As training continues,

we observe that the detector’s ability to generalize slightly diminishes, indicating that

it is forgetting some past attacks. We hypothesize it can relate to the convergence of

one player’s policy, which causes low policy diversity in the pool.

The next chapter will introduce a method for multi-agent policy generalization

by generating diverse training partners.
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Chapter 6

Generalizing to Cooperative Teammates

Chapter 5 introduced a method for generating diverse adversarial opponents to pro-

mote generalization to previously unseen opponents. In this chapter, we shift our

focus to cooperative scenarios. The foundation of this chapter lies in the research

area of Ad Hoc Teamwork (AHT), where an agent must quickly adapt to cooper-

ate with previously unseen teammates (hereafter referred to as “unseen” or “novel ”

teammates, or simply “teammates” when unambiguous).

This chapter explores the principles underlying the ad hoc teamwork problem.

We begin by observing that a core challenge of AHT can be addressed by enabling

an agent to emulate the set of all best-response policies that cover a wide range of

possible teammate behaviors—referred to as the coverage set (Section 6.1). We

then introduce the notion of a minimum coverage set (MCS): the smallest set

of policies such that for any possible teammate policy, there exists a best response

within the MCS. We further show how this set can be approximated (Section 6.2).

Building on the concept of MCS, we propose the L-BRDiv algorithm, which

jointly estimates the MCS of an environment and uses it to generate a diverse set of

teammates for AHT training via a constrained optimization formulation (Section 6.3).

The policies generated by L-BRDiv are designed to induce robust adaptation by en-

couraging the AHT agent to emulate responses from the MCS. We provide experimen-

tal evidence showing that L-BRDiv produces more robust AHT agents than existing
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state-of-the-art teammate generation methods, while requiring fewer hyperparameters

(Section 6.4).

This chapter presents a population-based, constrained-optimization learning

framework that generates a diverse set of teammates that do not share the same best

response. It contributes to Dimension B: multi-agent policy generalization of

the core research question explored in this dissertation.

This work was published in the thirty-eighth Proceedings of the AAAI Confer-

ence on Artificial Intelligence (AAAI 2024). The author partially contributed to the

theoretical derivation of the MCS concept and the design of the proposed L-BRDiv

method. Muhammad Arrasy Rahman led the theoretical development and method

implementation and conducted the experiments. Peter Stone provided valuable feed-

back for this work.

6.1 The Ad Hoc Teamwork Problem

The interaction between agents in an AHT environment can be modeled as

a decentralized partially observable Markov decision process (Dec-POMDP) (the

reward-sharing version of POSG in Section 2.2).

Existing AHT methods learn policies for a robust AHT agent by interacting

with teammate policies from the training teammate policy set, Πtrain = {π−1, π−2, . . . , π−K}.

The AHT agent then optimizes its policy to maximize its returns in interactions with

policies from Πtrain. The objective of these existing AHT methods can be formalized

as:

π∗,i(Πtrain) = argmax
πi

Eπ−i∼U(Πtrain),
ait∼πi,

a−i
t ∼π−i,P,O

[
∞∑
t=0

γtR(st, at)

]
, (6.1)

with U(X) denoting a uniform distribution over setX. The learned AHT agent

policy, π∗,i(Πtrain), is then evaluated for its robustness. Given an evaluated π∗,i(Πtrain),

this robustness measure, MΠeval

(
π∗,i(Πtrain)

)
, evaluates the expected returns when the
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AHT agent deals with teammates uniformly sampled from a previously unseen set

of teammate policies, Πeval. We formally define MΠeval

(
π∗,i(Πtrain)

)
as the following

expression:

Eπ−i∼U(Πeval),ait∼π∗,i(Πtrain),

a−i
t ∼π−i, P,O

[
∞∑
t=0

γtR(st, at)

]
, (6.2)

The dependence of π∗,i(Πtrain) on Πtrain then implies that Equation 6.2 is also

determined by Πtrain.

The goal of an AHT teammate generation process is to find Πtrain producing

an AHT agent policy that maximizes Equation 6.2 amid unknown Πeval. Given the

objective of AHT training from Equation 6.1 and the definition of the robustness

measure from Equation 6.2, the objective of an AHT teammate generation process is

to find the optimal set of training teammate policies, Π∗,train, formalized as:

argmax
Πtrain

EΠeval∼U(Π)

[
MΠeval

(
π∗,i(Πtrain)

)]
, (6.3)

While uniformly sampling Πtrain from Π may appear to be a reasonable solution to

produce Π∗,train, training an AHT agent using Πtrain may produce low returns if we

only sample a limited number of policies from Π. When Π contains many possible

teammate policies, the exact policies included in Πtrain becomes important to ensure

that the AHT agent is robust when collaborating with any teammate policy in Π.

6.2 Minimum Coverage Sets

Assuming knowledge of Πeval, the robustness of an AHT agent as defined by

Equation 6.2 can be optimized by using Πeval as teammate policies for AHT training.

Given a teammate modeling component that accurately infers an unknown team-

mate’s policy from Πeval and an action selection component that can emulate any

policy in the set of best-response policies to policies in Πeval, BR(Πeval), an AHT

agent’s robustness is maximized by following the best-response policy to the inferred
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Set of Teammate Policies ( )

MCS(E)

(a) Best-response policies to each
π−i ∈ Π.

Sample Teammate Policies

Set of Teammate Policies ( )

AHT Training

AHT Agent
Emulates

Interaction

AHT Agent Best-Response
Policies

(b) Generating Πtrain based on identified best-response
policies.

Sample Teammate Policies

Set of Teammate Policies ( )

AHT Training

AHT Agent
Emulates

Interaction

AHT Agent Best-Response
Policies

(c) AHT training against Πtrain and the expected results when dealing with previously unseen
teammate policies.

Figure 6.1: Leveraging MCS(E) for generating robust AHT agents. Figure 6.1a
visualizes how teammate policies (points in the large triangle) can be grouped based on
their best-response policies. The rectangle then shows an example MCS(E). From each
subset of Π sharing the same best-response policy (colored small triangles), Figure 6.1b
visualizes how one policy is sampled from each subset to create Πtrain for AHT training.
As visualized in Figure 6.1c, using our generated Πtrain for AHT training should encourage
agents that emulate the best-response policy (dashed squares) to any π−i ∈ Π when dealing
with teammates from Πeval (squares whose color represents its best-response policy).

teammate policy. Unfortunately, Πeval being unknown makes this ideal training pro-

cess impossible.
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Improving an AHT agent’s robustness without knowing Πeval is still possible

by identifying the coverage set of an environment. Denoting an environment char-

acterized by a Dec-POMDP as E, any set containing at least one best-response policy

to each teammate policy in Π is a coverage set of an environment, CS(E). CS(E) is

formally characterized as:

∀π−i ∈ Π,∀Ht,∃π∗ ∈ CS(E) :

Es0∼p0 [R∗,−i(Ht)] = max
πi∈Π

Es0∼p0 [R,i,−i(Ht)] ,
(6.4)

where Ri,−i(H) denotes the following expression:

Ri,−i(H) = E aiT∼πi(.|HT ),

a−i
T ∼π−i(.|HT ),

P,O

[
∞∑
T=t

RT (sT , aT )

∣∣∣∣∣Ht = H

]
. (6.5)

Given this definition, a CS(E) remains a coverage set when policies are added. Thus,

Π itself is trivially a coverage set.

Irrespective of Πeval, CS(E) will contain at least a single best-response policy to

any π−i ∈ Πeval since Πeval ⊆ Π. An AHT agent capable of emulating any policy from

CS(E) consequently can follow any policy from BR(Πeval) for any Πeval. Therefore,

training an AHT agent to emulate any policy from CS(E) gives us a solution to design

robust AHT agents even when Πeval is unknown.

Considering CS(E) may contain policies that are not a best-response policy to

any member of Π, we ideally only train AHT agents to emulate a subset of CS(E)

that consists of policies that are the best-response to some π−i ∈ Π. Based on this

idea, we define the minimum coverage set of an environment, MCS(E) ⊆ Π, that is

a coverage set ceasing to be a coverage set if any of its elements are removed. This

characteristic of MCS(E) is formalized as:

∀πi ∈ MCS(E) : MCS(E)− {πi} is not a coverage set. (6.6)

In the example provided in Figure 6.1a, MCS(E) = {π1, π2, π3} is an MCS since the

elimination of any policy, π, from it cause a subset of Π to not have their best-response

policy in MCS(E)− {π}.
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Our work aims to design AHT agents capable of emulating any policies from

MCS(E) by constructing Πtrain in a specific way. If Πtrain is constructed for each

πi ∈ MCS(E) to have a π−i ∈ Πtrain such that πi ∈ BR({π−i}), using Πtrain while

optimizing Equation 6.1 enables us to achieve this goal. The role of MCS(E) in our

teammate generation process is visualized in Figure 6.1b and Figure 6.1c.

6.3 L-BRDiv: Generating Teammate Policies By Approximat-
ing Minimum Coverage Sets

Self-play
interaction 

Cross-play
interaction 

Expression 12

Updated to maximize objective via MAPPO

Self-play return estimates 

Cross-play return estimates 

Updated to maximize objective via MAPPO

Updated to
minimize

objective via
gradient
descent

Weighted
Summation

Lagrange
Multipliers ( )

1

1

Figure 6.2: Lagrangian Best Response Diversity (L-BRDiv). The L-BRDiv al-
gorithm trains a collection of policy networks (purple and orange boxes) and Lagrange
multipliers (green cells inside the black rectangle). The purple boxes represent a policy from
{πi}Ki=1 ⊆ Π while the policies visualized as an orange box is from {π−i}Ki=1 ⊆ Π. Estimated
returns between any possible pairs of policy, (πj , π−k) ∈ ({πi|πi ∈ Π}Ki=1 × {π−i|π−i ∈
Π}Ki=1), and their associated Lagrange multipliers are used to compute the optimized term
in the Lagrangian dual form (right red box) via a weighted summation operation (black dot-
ted lines connect weights and multiplied terms). The policy networks are then trained via
MAPPO (Yu et al., 2022) to maximize this optimized term, while the Lagrange multipliers
are trained to minimize the term via stochastic gradient descent.

This section introduces our proposed teammate generation method based on

estimating MCS(E). Section 6.3.1 details a constrained objective we use to estimate

MCS(E). Finally, Section 6.3.2 provides a method that solves the constrained objec-
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tive to jointly estimate MCS(E) while generating Πtrain.

6.3.1 Jointly Approximating MCS(E) and Generating Training Partners

Discovering MCS(E) by enumerating the AHT agent’s best-response policy to

each teammate policy is intractable given the infinite policies in Π. Instead, we can

estimate MCS(E) by eliminating policies from a finite CS(E) to generate MCS(E).

Given a finite CS(E), an AHT agent policy is not a member of MCS(E) if it is not

the best response to any teammate policy.

We check if πi ∈ CS(E) is the best-response policy of at least one policy from

Π by solving the feasibility problem, which is the following constrained optimization

problem:

max
π−i∈Π

Es0∼p0 [Ri,−i(Ht)], (6.7)

with the following constraints:

∀πj ∈ (CS(E)− {πi}) :

Es0∼p0 [Rj,−i(Ht)] ≤ Es0∼p0 [Ri,−i(Ht)].
(6.8)

Any CS(E) member that violates the above constraint for all π−i ∈ Π is not a member

of MCS(E). While this approach relies on knowing a finite CS(E), note that knowledge

of a finite CS(E) is sometimes available. For instance, the set of all deterministic

policies is a finite CS(E) for environments with a finite action space and state space.

Applying the above procedure to find MCS(E) can still be impossible for two

reasons. First, a finite CS(E) can be unknown. Second, the size of CS(E) may be

prohibitively large, which prevents solving the feasibility problem for all πi ∈ CS(E).

Amid these challenging problems, we resort to estimating MCS(E) by only discovering

its subset with K policies, MCSest(E) = {πi}Ki=1.

We now describe an alternative constrained optimization objective that jointly

finds MCSest(E) while generating a set of teammate policies for AHT training, Πtrain =

{π−i}Ki=1, according to the method illustrated in Figure 6.1. Two characteristics are
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desired when finding MCSest(E). First, we require each AHT agent policy from

MCSest(E) to only be the best-response policy to one teammate policy from Πtrain, πi.

The second characteristic prioritizes the discovery of MCS(E) members that enables

the AHT agent to produce high returns with a designated teammate policy, π−i ∈ Π.

These two requirements are formulated as the following constrained optimization

problem:

max
{πi}Ki=1⊆Π,

{π−i}Ki=1⊆Π

∑
i∈{1,2,...,K}

Es∼p0 [Ri,−i(Ht)] , (6.9)

with the following constraints that must be fulfilled for all i, j ∈ {1, 2, . . . , K} and

i ̸= j:

Es∼p0 [Rj,−i(Ht)] + τ ≤ Es∼p0 [Ri,−i(Ht)] , (6.10)

Es∼p0 [Ri,−j(Ht)] + τ ≤ Es∼p0 [Ri,−i(Ht)]. (6.11)

Note that a near-zero positive threshold (τ > 0) is introduced in the constraints to pre-

vent discovering duplicates of the same πi and π−i, which turns Constraints Equation 6.10

& Equation 6.11 into equality when τ = 0.

6.3.2 Lagrangian BRDiv (L-BRDiv)

We present the Lagrangian Best Response Diversity (L-BRDiv) algorithm

to generate Πtrain that encourages an AHT agent to emulate MCSest(E). L-BRDiv

generates Πtrain by solving the Lagrange dual of the optimization problem specified by

Equation 6.9 and Equation 6.11, which is an unconstrained objective with the same

optimal solution.
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The Lagrange dual for our optimization problem is defined as:

min
A⊆RK(K−1)

≥0

×RK(K−1)
≥0

max
{πi}Ki=1⊆Π,

{π−i}Ki=1⊆Π

( ∑
i∈{1,...,K}

Es0∼p0 [Ri,−i(Ht)] +

∑
i,j∈{1,...,K}

i ̸=j

αi,j
1 (Es0∼p0 [Ri,−i(Ht)− τ −Rj,−i(Ht)])+

∑
i,j∈{1,...,K}

i ̸=j

αi,j
2 (Es0∼p0 [Ri,−i(Ht)− τ −Ri,−j(Ht)])

)
, (6.12)

with A = {(αi,j
1 , α

i,j
2 )|αi,j

1 ≥ 0, αi,j
2 ≥ 0}i,j∈{1,2,...,K},i ̸=j denoting the set of optimizable

Lagrange multipliers.

L-BRDiv learns to assign different values to Lagrange multipliers in A of

(Equation 6.12). Optimizing Lagrange multipliers gives L-BRDiv two advantages

over previous methods, which treat these hyperparameters as constants. First, we

demonstrate in Section 6.4 that L-BRDiv creates better Πtrain by identifying more

members of MCS(E). Second, it does not require hyperparameter tuning on appro-

priate weights associated with cross-play return, which in previous methods require

careful tuning to discover members of MCS(E) (Rahman et al., 2023) and prevent

the generation of incompetent policies not achieving high returns against any AHT

agent policy (Charakorn et al., 2023).

We provide details of the teammate generation process undergone in L-BRDiv

in Algorithm 1. L-BRDiv implements the policies optimized in the Lagrange dual as

neural networks trained with MAPPO (Yu et al., 2022) to maximize the weighted

advantage function (Equation 6.14), whose weights correspond to the total weight

associated with each expected return term in (Equation 6.12). At the same time, L-

BRDiv trains a critic network to bootstrap the evaluation of (Equation 6.12) instead

of a Monte Carlo approach, which can be expensive since it requires all generated

policy pairs to initially follow the observation-action history, Ht. Meanwhile, the

Lagrange multipliers are trained in Lines 12-13 to minimize (Equation 6.12) while

ensuring it is non-negative.
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Algorithm 1 Lagrangian Best Response Diversity
Require:

Cardinality of MCSest(E) and Πtrain, K.
Randomly initialized policy networks in MCSest(E) & Πtrain, denoted by {πi

θi
}Ki=1

& {π−i
θ−i
}Ki=1 respectively.

Randomly initialized critic network V j,−i
θc

, target V j,−i
θ′c

.
Initial values for the Lagrange multipliers, A.

1: for tupdate = 1, 2, . . . , Nupdates do
2: (i, j) ∼ U({1, 2, . . . , K}2)
3: D ← AgentInteraction(πj

θj
, π−i

θ−i
)

4: for (Ht, at, rt, Ht+1) ∈ D do
5: // Critic Optimization Step
6: Update θc with SGD & a target critic to minimize(

V j,−i
θc

(Ht)− rt − γV j,−i
θ′c

(Ht+1)
)2

(6.13)

7: // Policy Optimization Step

8: wi,j(A)←

1 +
∑
k ̸=j

(
αi,k
1 + αi,k

2

)
, i = j

−
(
αi,j
1 + αj,i

2

)
, i ̸= j

9: Update θj and θ−j with MAPPO to maximize:

wi,j(A)
(
rt + γV j,−i

θc
(Ht+1)− V j,−i

θc
(Ht)

)
(6.14)

10: if tupdate mod Tlagrange = 0 then
11: // Lagrange Multiplier Optimization Step
12: Update A using SGD to minimize Equation 6.12 where ∀i, j ∈
{1, 2, . . . , K}:

Es0∼p0 [Rj,−i(Ht)] ≈ V j,−i
θc

(Ht) (6.15)

13: A← {max(α, 0) | α ∈ A}
14: end if
15: end for
16: end for
17: Return {π−i

θ−i
}Ki=1
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6.4 Experiments

In this section, we describe the environments and baseline algorithms in Section 6.4.1

and Section 6.4.2. Section 6.4.3 then details the experiment setups for evaluating

the robustness of AHT agents in L-BRDiv and baseline methods via their gener-

ated training teammate policies. Finally, we present the AHT experiment results

and an analysis of MCSest(E) policies identified by L-BRDiv in Section 6.4.4 and

Section 6.4.5.

This chapter aim to investigate and verify the following research questions:

Q1 Is L-BRDiv effective in generating meaningfully diverse teammates? (Yes.)

Q2 Does the diverse teammates generated by L-BRDiv facilitate fast adaptation of

the AHT agents? (Yes.)

6.4.1 Environments

We run our experiments in four two-player cooperative environments. The first

environment is a repeated matrix game where agents have three actions, whose reward

function is provided in Figure 6.3a. Since eliminating self-sabotaging behaviour (Cui

et al., 2023a) is not the focus of our work, we remove teammate-related information

and actions from an agent’s observation such that self-sabotaging behaviour is not

a member of possibly discovered teammate behaviours, Π. We also do experiments

in the Cooperative Reaching environment (Rahman et al., 2023) where two agents

can move across the four cardinal directions in a two-dimensional grid world. Both

agents are given a reward of 1 once they simultaneously arrive at the same corner grid.

The third environment is Weighted Cooperative Reaching, which is similar to Coop-

erative Reaching except for a modified reward function (Figure 6.3c) that provides

lower rewards if both agents arrive at different corner cells. The last environment is

Level-based Foraging (LBF) (Christianos et al., 2020), where both agents must move

along the four cardinal directions to a cell next to the same object and retrieve it
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(a) Repeated Matrix Game.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(b) Coop Reaching.
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(c) Weighted Coop Reaching.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(d) LBF.

Figure 6.3: Environments for AHT experiments. We provide experiments in a re-
peated matrix game whose reward function is displayed in Figure 6.3a. Figure 6.3b displays
an example state of the Cooperative Reaching environment where the green stars represent
corner cells that provide agents rewards once they simultaneously reach it. If we start from
the top-left corner cell in Figure 6.3b and assign IDs (A-D) to corner cells in a clockwise
manner, Figure 6.3c shows the reward function of the Weighted Cooperative Reaching en-
vironment where agents’ rewards depend on which pair of destination cells the two agents
arrive at. Finally, Figure 6.3d shows a sample state of Level-based Foraging (LBF) where
the apples represent the collected objects.

by simultaneously selecting actions for collecting objects. Successful object collection

gives both agents a reward of 0.33.

6.4.2 Baseline Methods

Our experiments compare L-BRDiv against BRDiv (Rahman et al., 2023) and

LIPO (Charakorn et al., 2023). Comparing L-BRDiv and BRDiv helps investigate
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the detrimental effect of using fixed uniform weights instead of L-BRDiv’s optimized

Lagrange multipliers (A). Meanwhile, including LIPO as a baseline enables us to

investigate the advantage of L-BRDiv and BRDiv’s use of weights with a larger mag-

nitude for self-play maximization (i.e. wi,i(A) in Equation 6.14) compared to the

weights for cross-play minimization (i.e. wi,j(A) in Equation 6.14). As justified in

Section 6.5, these two policies are more appropriate baselines for L-BRDiv than any

other teammate generation algorithms that we are aware of.

6.4.3 Experiment Setup

We start our experiments for each environment by generatingK training team-

mate policies using the compared methods. We ensure fairness in our experiments

by using RL2 algorithm (Duan et al., 2016) to find an optimal AHT agent policy

defined in Equation 6.1 based on Πtrain generated by each teammate generation al-

gorithm. Since our partially observable environments provide no useful information

to infer teammate policies except for rewards obtained at the end of each interaction

episode, we choose RL2 since it can use reward information to create agent represen-

tations maintained and updated across multiple episodes. For each of the compared

algorithms, the teammate generation and AHT training process are repeated under

four seeds to allow for a statistically sound comparison between each method’s per-

formance. As a measure of robustness, we then evaluate the average returns of the

AHT agent trained from each experiment seed when collaborating with policies sam-

pled from Πeval. We construct Πeval for each environment by creating heuristic-based

agents, whose behaviour we describe in Appendix C.1. Finally, we compute the mean

and 95% confidence interval of the recorded returns across four seeds and report it in

Figure 6.4.
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(a) Repeated Matrix Game.
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(b) Coop Reaching.
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(c) Weighted Coop Reaching.
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Figure 6.4: Generalization performance against previously unseen teammate
types. Figure 6.4a, Figure 6.4c, and Figure 6.4d show that L-BRDiv produced significantly
higher episodic returns when dealing with unknown teammate policies in all environment
except for Cooperative Reaching. Figure 6.4b also show that L-BRDiv obtained episodic
returns close to BRDiv’s when evaluated in the Cooperative Reaching environment.

6.4.4 Ad Hoc Teamwork Experiment Results

Figure 6.4 shows the results of the AHT experiments. We find that L-BRDiv

significantly outperforms other compared methods in the repeated matrix game,

Weighted Cooperative Reaching, and LBF. While BRDiv slightly outperforms L-

BRDiv in Cooperative Reaching, overlapping confidence intervals among the last few

checkpoints suggest that the difference is only marginally significant.
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(a) AHT agent action selection probability for policies in MCSest(E) in the Repeated Matrix Game.
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(b) MCSest(E) in Coop Reaching & Weighted
Coop Reaching.

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

(c) AHT agent policies in the MCSest(E) dis-
covered for LBF.

Figure 6.5: MCSest(E) yielded by L-BRDiv. L-BRDiv is capable of estimating all
members of MCS(E) in all environments except LBF. Meanwhile in LBF, it discovers at
least four conventions, which is still more than what LIPO and BRDiv discovered. The
discovery of more MCS(E) results in L-BRDiv producing more robust AHT agents.

L-BRDiv outperforms the compared baselines in all environments except Co-

operative Reaching since these environments all have reward functions that cause

some members of the MCS, πi ∈ MCS(E), to yield high expected returns in cross-

play interactions against a generated teammate policy, π−j ∈ Πtrain, that is not its

intended partner, π−i ∈ Πtrain. Meanwhile, all πi ∈MCS(E) for Cooperative Reaching

have equally low (i.e. zero) returns against the intended partner of other MCS(E)

members. The large cross-play returns disincentivize BRDiv and LIPO’s optimized

objective from discovering πi and π−i during teammate generation. The inability to

discover πi ∈ MCS(E) and π−i will then lead towards diminished robustness since the

trained AHT agent will yield lower returns against teammates whose best-response

policy is πi. In contrast, Cooperative Reaching’s reward structure makes MCS(E) (i.e.

the set of four policies moving towards each distinct corner cell) consist of policies
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yielding equally low cross-play returns of zero among each other.

Although both BRDiv and LIPO are equipped with a hyperparameter, α > 0,

that can change weights associated with self-play returns maximization and cross-play

returns minimization in their learning objective, it is possible to find simple scenarios

where no feasible α facilitates the discovery of a desirable Πtrain to maximize an

AHT agent’s robustness. Such a desirable Πtrain is characterized by all AHT agent

policies in MCS(E) having at least one teammate policy in ∈ Πtrain whom it is the

best-response policy to. Appendix C.2 shows that the Repeated Matrix Game and

Weighted Cooperative Reaching environment are examples of such scenarios. Even

in environments like LBF where there may exist an α enabling both BRDiv and

LIPO to discover a desirable Πtrain by optimizing their learning objectives, finding an

appropriate α is costly if we factor in the computational resources required to run a

single teammate generation process. Unlike BRDiv and LIPO, L-BRDiv’s inclusion

of Lagrange multipliers as learned parameters enables it to discover desirable Πtrain

in a wider range of environments while reducing the number of hyperparameters that

must be tuned.

Note that L-BRDiv and the baseline methods all successfully discover MCS(E)

in Cooperative Reaching. However, each teammate policy generated by L-BRDiv

and LIPO which has one of the MCS(E) members as its best-response policy ends

up being less optimal than their BRDiv-generated counterparts. These suboptimal

policies require more steps to complete an episode by occasionally moving away from

their destination corner cell. Learning from these suboptimal agents made the AHT

agent less decisive when selecting which corner cell to move towards and finally ends

up producing agents with slightly lower returns.

6.4.5 Behaviour Analysis

The AHT agent policies that L-BRDiv discovers as members of MCSest in all

environments are provided in Figure 6.5a–Figure 6.5c. Unlike the compared baseline
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methods that only discover two members of MCS(E), results from the Repeated Ma-

trix Game show L-BRDiv is capable of consistently finding all three deterministic poli-

cies that are members of MCS(E). While all compared methods successfully discover

AHT policies in the MCS(E) of Cooperative Reaching, L-BRDiv is the only method

capable of finding all four members of MCS(E) corresponding to movement towards

each corner grid in Weighted Cooperative Reaching. As we show in Appendix C.2,

BRDiv and LIPO’s failure to discover all members of MCS(E) in the Repeated Matrix

Game and Weighted Cooperative Reaching is because discovering MCS(E) does not

optimize their optimized objective for any constant and uniform α. In the LBF envi-

ronment, none of the methods perfectly discover MCS(E) consisting of all six possible

permutations of collecting objects in the environment. However, L-BRDiv is closer to

estimating MCS(E) than the baseline algorithms by discovering four MCS(E) mem-

bers in one seed and five MCS(E) members in the remaining seeds. Compared to

the baseline methods, L-BRDiv’s ability to discover more MCS(E) members eventu-

ally enables it to create more robust AHT agents that can emulate the best-response

policy to a wider range of teammate policies.

6.5 Related Work

This chapter revisits Ad Hoc Teamwork (AHT) through the lens of best re-

sponse diversity, a concept related to, but distinct from, adversarial diversity. We

propose L-BRDiv, a novel method for generating diverse teammate policies in coop-

erative multi-agent systems. Here we provide an overview of the Ad Hoc Teamwork

problem, Diversity in Multi-agent Learning, and Adversarial Diversity.

Ad Hoc Teamwork Existing AHT methods equip an agent with two components

to achieve near-optimal performance when interacting with any unknown teammate

policy (Mirsky et al., 2022). The first is a teammate modeling component that infers

an unknown teammate’s policy via observations gathered from limited interactions
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with the unknown teammate. The second is an action selection component that

estimates the best-response policy to the inferred teammate policy, which selects

actions that maximize the AHT agent’s returns when collaborating with an unknown

teammate. PLASTIC-Policy (Barrett et al., 2016) is an early example AHT method

that defines an AHT agent policy based on the aforementioned components. Recent

works (Rahman et al., 2021; Zintgraf et al., 2021; Papoudakis et al., 2021; Gu et al.,

2021) implement these two components as neural network models which are trained

to optimize the AHT agent’s returns when dealing with a set of teammate policies

seen during training.

Diversity in Multi-agent Learning Introducing diversity in training partners’

policies is one way to generate robust response policies in multi-agent systems. A

popular line of methods leverages population-based training and frequent checkpoint-

ing (Strouse et al., 2021; Vinyals et al., 2019; Cui et al., 2023c; Bakhtin et al., 2022b).

These methods rely on random seeds to find diverse policies, resulting in no guaran-

tee that the generated policies are sufficiently diverse. Other studies optimize various

types of diversity metrics directly into reinforcement learning objectives or as con-

straints. Xing et al. (2021) introduce a target-entropy regularization to Q-learning

to generate information-theoretically different teammates. MAVEN (Mahajan et al.,

2019) maximizes the mutual information between the trajectories and latent variables

to learn diverse policies for exploration. Lupu et al. (2021) propose generating policies

with different trajectory distributions. Trajectory diversity, however, is not necessar-

ily meaningful for diversifying teammate policies (Charakorn et al., 2023; Rahman

et al., 2023), so we do not consider these methods as baselines in our work. Other work

in single-agent settings introduces Quality Diversity (Mouret and Clune, 2015; Pugh

et al., 2016) or Behavior Diversity (Wu et al., 2023), which rely on domain-specific

heuristics, while our method is domain-independent.
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Adversarial Diversity Our research is related to work on Adversarial Diver-

sity (Cui et al., 2023a; Charakorn et al., 2023; Rahman et al., 2023). These ap-

proaches generate diverse agents by maximizing self-play scores while minimizing

cross-play scores in a policy pool. Self-play refers to an interaction with a des-

ignated teammate, and cross-play means playing with teammates other than the

designated teammate. These approaches impose strong penalties for high cross-play

returns. As a result, they may not discover teammate policies that produce high

cross-play returns with other policies’ best-response policies. Instead of discovering

meaningfully diverse conventions, they also encourage agents to self-sabotage by de-

liberately undermining their collaboration with any policies other than the policy

encountered during self-play training, as identified from their observed behaviour.

Although our method resembles prior work in the optimization objective, we formu-

late the problem as a constrained optimization problem that allows us to generate a

better set of teammate policies for AHT training. We compare our method against

BRDiv (Rahman et al., 2023) and LIPO (Charakorn et al., 2023). However, we do

not include ADVERSITY (Cui et al., 2023a) as a baseline since it shares the same

objective as LIPO while adding methods to eliminate self-sabotaging behaviour in

Hanabi (Bard et al., 2020), which we do not focus on since self-sabotaging behaviour

can be desirable in other environments where a teammate’s slightest deviation from

a utilized convention yields low rewards.

6.6 Summary, Limitations, and Future Work

In this chapter, we propose that a suitable set of teammate policies for Ad

Hoc Teamwork (AHT) training should enable agents to emulate all policies within

MCS(E)—the minimum set of best-response policies needed to collaborate with any

teammate policy in Π. To generate such teammate policies, we introduce and evaluate

L-BRDiv, a method that formulates a constrained optimization problem and applies

the Lagrangian multiplier technique to jointly approximate MCS(E) and construct
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diverse teammate policies for AHT training.

Our experimental results demonstrate that L-BRDiv produces more robust

AHT agents than existing teammate generation methods by identifying a broader

subset of MCS(E) while eliminating the need for tuning key hyperparameters. These

contributions directly support Dimension B: Multi-Agent Policy Generaliza-

tion of the core dissertation question.

Despite these promising results, our work has several limitations and opens up

important avenues for future research:

Scaling to More Agents. Currently, L-BRDiv is implemented and evaluated in

two-agent grid-world settings. A valuable extension would be to scale the approach

to more complex environments involving more than two agents, where coordination

requires diverse joint policies and best responses.

Alternative Prioritization Criteria. The prioritization mechanism in our cur-

rent approach optimizes for high self-play rewards. Future work could explore alterna-

tive objectives beyond Equation 6.9, particularly those that discourage the discovery

of self-sabotaging or brittle policies (Cui et al., 2023a), enabling a more nuanced and

effective approximation of MCS(E) under limited policy budgets.

Extension to General-Sum Settings. While this work focuses on fully coopera-

tive scenarios, the notion of minimum coverage sets naturally extends to general-sum

games. Expanding L-BRDiv to such settings could lead to more adaptable and robust

agents. Preliminary results suggest that simply activating constraint Equation 6.11

helps uncover diverse policies even in general-sum environments, underscoring the

method’s broader applicability.

We now turn to the next topic: how multiple agents can collaborate and

coordinate effectively with human proxies to address a real-world challenge at scale.
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Part IV

Learning with Human Proxies
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Chapter 7

Collaborating with Human Proxies

Collaborating effectively with humans is a critical component of AI for social good.

While Chapter 4 explored how autonomous agents can learn to understand and gen-

erate human language, this chapter focuses on scenarios in which humans and agents

coexist in the same environment, and examines how agents can learn to coordinate

with human behaviors. In particular, we study the challenge of mixed autonomy in

autonomous driving—where both human-driven and autonomous vehicles (AVs) share

the road—and investigate how AVs can collaborate with human drivers to improve

overall traffic efficiency and safety at a system level.

A well-known phenomenon in human driving is the emergence of suboptimal

behaviors such as stop-and-go waves, which can lead to phantom congestion and

reduced overall efficiency. Prior work by Vinitsky et al. (2018) demonstrated that

introducing a small number of autonomous vehicles (AVs), controlled by reinforcement

learning policies under centralized coordination, can dampen these oscillations and

improve traffic flow. These studies modeled human drivers using proxy agents and

showed that, under specific conditions, AVs have the potential to alleviate congestion

and enhance system performance.

However, these earlier approaches assume a static set of agents and do not

generalize well to open collaboration systems , where agents dynamically enter and
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leave the network. In such settings, prior methods can fail to sustain collaboration

and are even vulnerable to manipulation by autonomous agents.

In this chapter, we address these limitations by developing a framework that

enables AVs to collaborate with human proxies in open traffic systems. We propose

a distributed training scheme along with a cooperative-competitive reward design

tailored for an open traffic environment (Section 7.2). To study the scalability of

the method in larger-scale systems, we experiment with a modular learning method

that generalizes to larger and more complex traffic scenarios (Section 7.2.3). Our

experimental results demonstrate that the learned policy consistently outperforms

human driving baselines, illustrating the potential for scalable and robust AV-human

collaboration in realistic transportation systems (Section 7.3).

This work contributes to Dimension C: Collaborating with Human-Like

Agents by showcasing how AVs, through reinforcement learning and principled policy

design, can adapt to human behavior and enhance traffic efficiency in mixed-autonomy

settings.

The research presented in this chapter was published in the Proceedings of

the 20th International Conference on Autonomous Agents and Multiagent Systems

(AAMAS 2021). The author led the design and implementation of the experiments in

close collaboration with William Macke and Aastha Goyal, who also contributed to

the experimental work. Harel Yedidsion, Daniel Urieli, and Peter Stone were involved

throughout the project, providing valuable feedback and collaborative insights.

7.1 Problem Formulation

We start by defining the traffic congestion reduction problem, its MDP (Section 2.1)

formulation, and the traffic simulation environment we use.

Traffic congestion reduction problem definition. Given an open road net-

work (as defined in the introduction) with mixed autonomy traffic consisting of both
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human-driven vehicles and AVs, maximize the network’s traffic efficiency by con-

trolling the AV accelerations. Traffic Efficiency is measured in terms of outflow –

the number of vehicles per hour exiting the network. A solution to the congestion

reduction problem is a multiagent driving policy which maps the AV states to accel-

eration actions. We make the following assumptions: (i) Agents (AVs) are altruistic

and have a common goal of reducing system congestion and (ii) Human drivers are

self-interested and try to improve their own travel time.

MDP Formulation The congestion reduction problems we address in this chapter

can be modeled as a discrete-time, finite-horizon Markov Decision Process (MDP)

(Section 2.1). A driving policy is a probability distribution πθ : S × A → [0, 1]

parameterized by θ that stochastically maps states to driving actions.

To find a solution policy, we train an RL agent to optimize a driving policy

to maximize the expected return Eτ

[∑T
t=0R (St, At)

]
, where τ := (S0, A0, S1, A1 . . . )

denotes a trajectory, S0 ∼ ρ0, At ∼ πθ (·|St), St+1 ∼ P (·|St, At). In this chapter, S
is a set of AV observations, A is a set of acceleration actions, P is computed by the

simulator, and R denotes the reward function. We discuss several implementations

for the reward function in Section 7.2.1

Simulation Environment We interface to the SUMO traffic simulator (Krajzewicz

et al., 2012) using UC Berkeley’s Flow software (Kheterpal et al., 2018). Flow provides

OpenAI Gym (Brockman et al., 2016b) environments as wrappers around SUMO for

easy interaction with various RL algorithm implementations. The simulator takes

in maps of road structures, and simulates vehicle movements using accepted human

driving models (Treiber and Kesting, 2017) and definitions of inflows, i.e., the location

and rate of vehicles entering the network. The simulated vehicles follow safety and

acceleration limits enforced by the simulator. A vehicle’s leader and follower are the

closest vehicles in front of and behind it (if they exist). We note that the actual inflow

rate frequently differs from the requested one, for instance, in cases where vehicles
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cannot enter the road network due to congestion. This mechanism opens an option

for a vehicle to moderate the inflow by slowing down intentionally immediately after

joining the network. The inability to guarantee exact inflows is the reason that the

average-speed-based metric is not a valid congestion measure in open networks, as

discussed in Section 7.2.1.

7.2 Methodology

In this section, we describe the evaluation metrics we use and the structure

of the centralized and distributed multi-agent driving policies we train using RL. We

discuss in detail the considerations that go into choosing appropriate Metrics and

Rewards. Metrics are used for measuring the performance of a given policy, but are

not always effective as RL rewards. In such cases, rewards different from the metric

may be used as a performance measure for the RL agents.

7.2.1 Evaluation Metrics

In the Flow benchmark (Vinitsky et al., 2018), the performance of the system

is evaluated using time-average sample-average speed over the episode, defined by

Equation 7.1

Time-Average Sample-Average Speed ≜
∑T

t=1

∑nt

i=1 vi,t/nt

T
(7.1)

where nt is a time-dependent variable representing the number of vehicles in the

traffic network at time t, vi,t is the instantaneous speed of vehicle i at time t, and T

is the episode length. In an ideal scenario with constant inflows, there are multiple

metrics that would all lead to the same ordering of policies: maximizing average speed,

maximizing network outflow, and minimizing average time delay (Dresner, 2008). In

open road networks, a good policy should optimize the network outflow by maximizing

the number of vehicles that pass through the network in a fixed time interval, however

policies that achieve high average speed might do so through manipulations that
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reduce inflows and outflows. For instance, one way to manipulate the average-speed

metric is to block the incoming vehicles from entering the network until there is enough

space for existing vehicles to accelerate to the maximum speed, thus maximizing the

average-speed metric by compromising inflow and outflow. The average-speed metric

is vulnerable because it ignores the (unmeasured) speeds of vehicles that haven’t

entered the simulated road network. The outflow metric on the other hand is robust

to this form of manipulation since delaying vehicles from entering the network is

eventually penalized through reduced outflow. Therefore, we propose Outflow as a

performance metric in open networks as defined in Equation 7.2

Outflow ≜
∑T

t Ot

T
(7.2)

where T is the episode length and Ot represents the number of vehicles that leave the

network during timestep t.

The reduction of inflows and outflows as a means of improving average speed is

demonstrated in Table 7.1, which compares the results of using three reward functions

— the original Flow reward, the average-speed reward, and the outflow reward — on

Simple Merge defined in Section 7.4.1.

7.2.2 Centralized Multiagent Driving Policy

Our centralized driving policies are built on top of the ones used in previous

work (Vinitsky et al., 2018; Kreidieh et al., 2018), where a centralized RL agent

trained using the Proximal Policy Optimization (PPO) algorithm (Schulman et al.,

2017), controls a predefined fixed number of agents, NAV as illustrated in Figure 7.1.

AVs are added to the list of controlled vehicles according to a FIFO rule based on

when they entered the network. Below, we discuss the state space and reward signal

used for the centralized approach.

State Similarly to past work (Kreidieh et al., 2018), at time-step t the centralized

driving policy accepts a state observation St which is a concatenation of 5-tuples
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Figure 7.1: Centralized neural network policy, where local states for vehicles are
concatenated to form a global state. The state is passed through a series of hidden layers,
resulting in an output vector of accelerations of controlled AVs.

Figure 7.2: Simple Merge network of length 700 m and Inflow rate 2000 veh/hr with an
on-ramp of inflow rate 200 veh/h. Perturbations caused by merging vehicles lead to stop-go
waves congestion (Kreidieh et al., 2018).
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representing local AV states with the following values:

1. Normalized speed of the AVi, vi
2. Normalized speed of the leader of AVi, vLi
3. Normalized headway between AVi and its leader, hLi
4. Normalized speed of the follower of AVi, vFi
5. Normalized headway between AVi and its follower, hFi

The speed values are normalized by the max possible speed Vmax, and the headway

values are normalized by a constant representing the maximum possible headway,

hmax. Suppose the maximum number of AVs controlled by the centralized policy is

NAV , then the state feature St is a vector of length 5NAV , and is padded with zeros

when the number of AVs in the network is smaller than NAV . Formally, the state of

AVi at time t, Si,t is defined in Equation 7.3, and the concatenated state of all the

AVs at time t, St is defined in Equation 7.4.

Si,t = [
vi,t
Vmax

,
vLi,t
Vmax

,
hLi,t
hmax

,
vFi,t
Vmax

,
hFi,t
hmax

] (7.3)

St = [S1, S2, ....SNAV
] (7.4)

Reward There are several possible objectives to optimize for in open networks,

such as maximizing network outflow, or minimizing the maximum time delay of any

vehicle to prevent starvation. In this chapter, we focus on maximizing the efficiency of

a network in the form of average outflows. There are three reward functions considered

in our experiments.

Original Flow Reward (Vinitsky et al., 2018) The reward in the Flow bench-

mark is composed of ℓ2-norm distance to a desired velocity and a small-headway

penalization term. This reward encourages every vehicle to travel as close as it can
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to the desired speed every time step while maintaining a large headway.

rt = max(∥Vd1n∥2 − ∥Vd − v∥2, 0)/∥Vd1n∥2 − α
∑
i∈AV

max(hmax − hi, 0) (7.5)

where v is a speed vector of all the vehicles in the network, Vd is the desired speed

scalar, 1n is a 1 vector with n elements, where n is the total number of vehicles in

the network, α is an adjustable constant, hi is the headway between the ith AV and

its leader, and hmax is a constant of expected headway.

Average Speed Reward We define an instantaneous average speed reward as

rt =

∑n
i=1 vi

nVmax

(7.6)

where n is the current number of all vehicles in the traffic network, and Vmax is

the maximum speed allowed on every lane. This reward is provided every time step.

Summing it over the entire episode and then dividing the sum by the episode’s horizon

T gives the value of average speed (Equation 7.1) of the episode.

Outflow Reward The reward for instantaneous outflow is

rt = Ot (7.7)

where Ot is the number of vehicles that leave the observed area of the traffic network

through any lane during the tth time step. We note that the sum of this reward over

the simulation will always be proportional to the Outflow metric (Equation 7.2) by

a factor of 1/T , assuming the simulation occurs over a fixed period of time. Thus

optimizing this reward is equivalent to optimizing the Outflow metric.

7.2.3 Modular Transfer Learning Approach

Scaling up to the I-696 Merge scenario results in an order of magnitude more

vehicles (hundreds instead of tens). Training RL agents in this scenario is challenging
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for at least three reasons. First, the state and action space grow exponentially with

the number of controlled vehicles when using a centralized approach. Specifically,

the combined action space of the system is, |A| = |Ai|NAV where |Ai| is the size of

the action space of a single AV, and the size of the combined state space is |S| =

|Si|NAV where |Si| is the size of the state space of a single AV. Second, while the

centralized agent’s most important actions are those that are near the merge point,

the congestion-related rewards (Section 7.2.2) are calculated based on all vehicles in

the network, most of which are more impacted by their own actions than by the

centralized controller, so that the agent’s reward is very noisy. Third, there is a large

delay in rewards due to the delay in the effect of an AV action on the system’s average

speed and outflow. Therefore, in the I-696 scenario we use transfer reinforcement

learning and a modular approach.

Method We create a window surrounding the junction so that the length of each

road segment is comparable to a corresponding segment in a smaller network we

trained on. We then take a policy that was trained in the small network, and apply

it to the AVs inside the window, while outside of the window AVs act like human

drivers. We refer to this approach as the Zero-Shot Transfer approach, and compare

it to training from scratch within this same window, referred to here as Train from

scratch (Window).

State and Reward The states and rewards employed in the modular approach are

the same as in the centralized method.

7.2.4 Distributed Multiagent Driving Policy

In our distributed setting, autonomous agents share the same policy which is

executed locally as Figure 7.3 shows. Each agent only has access to its local observa-

tions, and acts independently from other agents. In the training process, each agent
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receives its own reward, and the experiences of all agents are used to train the same

policy.

Figure 7.3: Decentralized policy, where each vehicle only has access to local observa-
tions. The local observation is passed through hidden layers, resulting in the final scalar
output of the AV acceleration. This same policy is applied to every AV in the network, each
with its own local observations.

State In the distributed setting, AVs rely only on their own sensed information and

lack the information of the entire network that the central policy has. To mitigate

this lack of information, we include both the original state features for a single AV of

the centralized method as well as several additional features which can be obtained

using the AV’s sensors, including: distance from agent to the next merging point; the

speed of the next merging vehicle and its distance to the merge junction. With this

added information the state becomes:

Si,t = [
vi,t
Vmax

,
vLi,t
Vmax

,
hLi,t
hmax

,
vFi,t
Vmax

,
hFi,t
hmax

,

dnext
dmax

,
vmerge

Vmax

,
dmerge,next

dmax

]

(7.8)

where d measures the length along the predefined route in m, v denotes speed in

m/s, h denotes headway in m, Vmax is the max possible speed, dmax is a constant
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that evaluates the length from the network entry to the merging junction, and hmax

is a constant representing the max possible headway. In particular, vi, vLi , vFi denotes

speed of the ith AV at time step t, its nearest leader’s speed, and its nearest follower’s

speed respectively; hLi and hFi denote headway between the ith AV and its leader,

and the headway between the ith AV and its follower; dnext represents the distance

between the ith AV and the next junction on its route, and dmerge,next is the minimal

distance of all vehicles on a different edges to the junction. Since the policy is shared

among all agents in the traffic network, the number of AVs can vary among different

environments, and the theoretical maximum value that i can take is the maximal

number of vehicles allowed in the observed traffic network.

Reward The reward design in the distributed setting is different from that in the

centralized setting, since the agent only gets rewards while it is in the simulation.

The Outflow reward is only affected by the AV’s actions after the AV had exited the

simulation, so the agent does not get to observe its own rewards. The Average Speed

reward does not encourage the agents to exit the simulation, since higher rewards

(speeds) result in spending less time in the simulation and therefore lower cumulative

rewards. As a result the agents may reduce their speed without incurring a substantial

reduction in their return. A possible alternative is to penalize an agent for every time

step it stays in the network (i.e. for agent i, the reward at time t would be ri,t = −0.1).
We refer to this as selfish reward. We found in preliminary experiments that if agents

are only rewarded according to individual time-delay, their learned policy is inferior to

a policy trained using a combination of selfish and collaborative reward in distributed

shared policy training.

We use η1 to denote the weighting of the individual time-delay penalty (selfish

component), and η2 to denote the weighting of the system average speed (collaborative

component), where η1 + η2 = 1, η1 ≥ 0, η2 ≥ 0.

The effectiveness of mixing reward in this way is consistent with previous work

on multiagent reward mixing (Durugkar et al., 2020). Our preliminary experiments
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also show that a bonus for each agent upon leaving the traffic network helps, so the

final reward used in our distributed approach is defined as:

ri,t = (1− 1done)(−η1 + η2 ×
∑n

j=1 vj

nVmax

) + 1done ·Bonus (7.9)

Where 1done is an indicator function that takes value 1 at the time the agent vehicle

leaves the network, and 0 when the vehicle is still in the network. We perform

sensitivity analysis on the values of coefficients of the reward function in Table 7.4

7.3 Experiment Setup

In this section we describe the properties of the two types of road networks

that we use in our empirical evaluation, the Simple Merge, and the I-696 highway. We

also describe the characteristics of the two types of vehicles in the network, human

driven vehicles, and AVs.

We aim to answer the following research questions through the empirical eval-

uations:

Q1 What is the best evaluation metric for the traffic congestion reduction in the

open road network? (Outflow.)

Q2 Does the distributed learning method reduce traffic congestion more effectively

with better state representations? (Yes.)

Q3 Does the modular transfer approach scale to the larger scenario? (Yes.)

Q4 What is the best mixed reward for the distributed learning agents? (A mixture

of a system reward and individual reward can be found through grid search.)

7.3.1 Traffic Scenario 1 - The Simple Merge

Our Simple Merge experiments are based on the Flow benchmark (Vinitsky

et al., 2018). The road network consists of a main highway of length 600m before
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the merge and a merging lane of 200m. After merging, the vehicles still need to

travel an additional 100m. The junction controller is a "priority" controller where

both incoming edges have equal priority. This controller is the same as in previous

benchmarks (Vinitsky et al., 2018). If two vehicles arrive at the junction at the same

time with equal priority, the one with the lower speed will yield to the vehicle with the

higher speed. The main highway has an inflow of 2000 vehicles per hour consisting

of 90% humans and 10% AVs. The merging lane has an inflow of 200 vehicles per

hour, made up entirely of human drivers. This setup is compatible with real highway

capacity levels of 2250 vehicles/hour/lane (Laufer, 2007). For both inflows, vehicles

enter the traffic network according to the predefined inflow rate with some small

stochastic variance in the arrival times. In the mixed autonomy traffic flow, the AVs

are equally spaced among human vehicles. In the centralized policy the maximum

number of controlled AVs, NAV , is 5. In the distributed policy there is no limit on

the number of controlled AVs.

7.3.2 Traffic Scenario 2 - The I-696 Merge

The I-696 network has the same shape as the real-world Interstate 696 highway

in the US, which is a much larger network than the simple merge. In our experiments,

we simplified the I-696 network to have a single rather than multiple lanes, a main

road, and a single merging road as highlighted in Figure 7.4. We refer to this part

of the network as the I-696 Merge. The I-696 Merge is much longer than the Simple

Merge, which makes it challenging for existing methods to learn effective driving

policies. The highway length before the merge is 3131m, the merging edge length is

1878.56m, and after merging the vehicle still needs to travel 5077.7m. The defined

traffic inflows are the same as in the Simple Merge.
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Figure 7.4: I-696 Network

7.3.3 Human-Proxy Vehicles

In all scenarios, the behavior of human-driven vehicles is modeled using the

Intelligent Driver Model (IDM) (Treiber et al., 2000), which seeks to maintain a

target speed while ensuring a minimum time gap of one second from the leading

vehicle. This model has been widely adopted to simulate human driving behavior in

traffic studies.

7.3.4 Autonomous Vehicles (AV)

Autonomous vehicles are only included in the main highway inflow with a 10%

penetration rate and equal spacing. There are at most 5 controlled AVs in centralized

Simple Merge, 30 in the centralized I-696 Merge, and any number in the distributed

Simple Merge.
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7.3.5 Training Details

All experiments are trained with the same set of parameters using the Proximal

Policy Optimization (PPO) algorithm. Both tasks were trained in an episodic manner

with a horizon of 2000 time steps of length 0.5 seconds. All results are obtained from

SUMO 1.6.0 and Ray 1.0.1. 1

7.4 Empirical Results

In all our experiments, for each configuration we execute three policy learning

runs, select the learned policy with the highest return, and evaluate its performance

in 100 simulations using a fixed set of 100 random seeds (which affect the arrival

times of the vehicles entering the network). We report the mean values of relevant

metrics accompanied with their 95% confidence interval error bounds. 2

7.4.1 Comparison of Reward Functions

Table 7.1 shows the results of training the centralized policy described in

Section 7.2.2 in the Simple Merge scenario described in Section 7.3.1, using each of

the three reward functions described in Section 7.2.2 (along with human driven traffic

as a baseline).

Table 7.1: Performance of different reward functions on Simple Merge

Reward
Average Outflow

(vehs/hr)
Average Inflow

(vehs/hr)
Average Speed

(m/s)

Human 1558.12±2.99 1725.48±2.89 7.27± 0.15

Original Flow Reward 1724.55±6.98 1769.36±6.60 18.95±0.19

Average Speed Reward 1379.45±2.99 1408.46±3.28 19.34±0.02

Outflow Reward 1804.21±7.17 1864.55±7.24 16.21±0.08

1Our code base is publicly available here: https://github.com/cuijiaxun/MITC-Project
2Videos can be found here: https://www.cs.utexas.edu/~aim/flow.html
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All reward functions — the original Flow reward, the average-speed reward,

and the outflow reward — result in improved average speed over the human baseline,

where the average speed reward results in the highest average speed in the network.

However, we see that this improvement comes at the cost of overall reduced network

throughput, even when compared with the human baseline. The Average Speed

reward produced network inflows and outflows that were significantly lower than the

human baseline (an independent T-Test yields p-values < 0.001 for both metrics).

By contrast, both the Flow reward function and the outflow reward function are

able to increase all 3 metrics compared to the human baseline; however, the Outflow

reward function still outperforms the Flow reward in terms of outflow and inflow by

a statistically significant margin. An independent T-Test yields p-values < 0.001 for

both inflows and outflows.

7.4.2 Modular Transfer Learning

In this section we compare the performance of three RL approaches and

human-driven traffic on the I-696 Merge scenario (Section 7.3.2):

• Zero-Shot Transfer approach (Section 7.2.3)

• Train from scratch (Window) approach (Section 7.2.3)

• Train from scratch (NAV =30) approach — trained on the entire I-696 Merge with

a maximal number of controlled AV, NAV = 30, and applied to up to 30 AVs in

I-696 Merge.

All three approaches were trained using two reward functions: the Flow reward, and

the Outflow reward. Table 7.2 demonstrates that the Zero-Shot Transfer approach

integrated with the outflow reward produces the best outflow results: significantly

better than human performance. The next best approach is the Train From Scratch in

a window approach, in combination with the Outflow reward. However the difference

between these top two approaches is not statistically significant with p-value=0.141
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in an independent T-Test. The top two approaches also have better average speed

than the human baseline and comparable inflows. The Train from scratch (NAV =30)

approach performs worse than the human baseline under both reward functions, as

it was unable to address the three challenges described in Section 7.2.3. The original

Table 7.2: Evaluation results of transferring a policy from Simple Merge to I-696 Merge

Experiment Reward Average Outflow
(vehs/hr)

Average Inflow
(vehs/hr)

Average Speed
(m/s)

Human None 936.90±5.96 2184.91±0.29 16.27±0.12

Train From Scratch (NAV =30) Outflow 366.98±1.91 561.60±3.12 19.57±0.27
Flow reward 638.06±10.99 1165.06±10.22 14.95±0.12

Train From Scratch (Window) Outflow 1012.64±9.23 2178.76±2.81 16.99±0.13
Flow reward 923.29±5.79 2181.17±1.92 15.98±0.10

Zero-Shot Transfer (Window) Outflow 1017.32±10.49 2170.55±4.61 17.05±0.16
Flow reward 928.00±6.06 2181.53±1.67 16.09± 0.11

Flow reward never beats the human baseline in terms of outflows, in any of the

training approaches.

Note that outflows in I-696 are approximately half of those in Simple Merge

due to the length of I-696, since vehicles take a long time to reach the end of the

simulated highway. Since the simulation on I-696 is much slower than on Simple

Merge, training on I-696 takes approximately 5 times longer for the same number of

iterations than training on Simple Merge.

7.4.3 Distributed Setting

In this section we perform feature selection on the distributed approach’s state

representation, and conduct sensitivity analysis on the hyper-parameters of the dis-

tributed reward function.

Distributed State Feature Augmentation The centralized agent receives local

observations sent from all autonomous vehicles, which can provide indirect infor-

mation indicating the traffic situation at different locations over the network. For
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Table 7.3: Evaluation results of distributed method using different features

Augmentation Episodic Return Average Outflow
(vehs/hr)

Average Inflow
(vehs/hr)

Average Speed
(m/s)

Human Not Applicable 1558.12±2.99 1725.48±2.89 7.27± 0.15

No Augmentation 458.09±9.65 1610.68±10.56 1658.45±10.64 16.02±0.17

Full Augmentation 476.81±14.47 1791.07±6.60 1850.72±6.76 15.91±0.05

Dist 447.64±13.26 1663.49±10.95 1725.55±9.94 14.57±0.31

Dist+MergeInfo 444.95±13.33 1674.72±9.72 1741.90±7.76 14.40±0.22

MergeInfo 434.43±8.21 1600.67±9.28 1657.01±9.34 15.04±0.14

Congestion+MergeInfo 456.05±13.18 1666.55±14.97 1726.24±14.99 14.92±0.22

Congestion+Dist 425.87±4.17 1686.24±6.49 1755.50±7.39 13.53±0.06

example, the speed of first AV may represent the congestion level ahead of the second

AV, so the second AV can adjust its behavior according to this. In our distributed

setting, however, no information is communicated between AVs, so the agents have

to make decisions solely based on local information.

One intuition is that AVs can make better decisions if they are provided with

system-level information. The following environmental information is hypothesized to

be useful for the distributed agents to learn a policy that can improve traffic efficiency.

For simplicity, we will use the abbreviations in parentheses for each feature for future

reference.

1. Average speed of vehicles between the AV and the next junction (Congestion)

2. Distance from the AV to the next junction (Dist)

3. Distance from the first vehicle that is going to merge to the junction and the

speed of this merging vehicle (MergeInfo)

We show in Table 7.3 that if the agents totally rely on the speed and head-

way information of itself, its leader, and its follower without any extra information

(referred to as “No Augmentation”), they can achieve slightly better results than
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the human baseline, but additional state information further improves the perfor-

mance. The experiments were conducted using a “0.1-Collaborative reward” (the

reward defined in Equation 7.9 with η1 = 0.9, η2 = 0.1) and a bonus for completion

(ri,done = +20). We noticed that when including the congestion feature, the learn-

ing process became less stable, with average return decreasing later in the training

process. We conjecture that this happens because the observed values of this feature

are highly dependent on the AVs’ current policy. For instance, during early training,

the agents may experience mainly high congestion values, while once the policy im-

proves, it sees mainly low congestion values. Therefore including this feature adds

an additional non-stationary element to the learning process. Table 7.3 shows how

state augmentation affects the training process. The model with the full set of state

features (Dist, MergeInfo, and Congestion) performed the best.

Table 7.4: Experiment results of different reward function parameters of the distributed
method on Simple Merge

η1, η2, ri,done
Average Outflow

(vehs/hr)
Average Inflow

(vehs/hr)
Average Speed

(m/s)

Human 1558.12±2.99 1725.48±2.89 7.27± 0.15

η1 = 1, η2 = 0,+0 1749.78±7.78 1807.99±7.93 16.01±0.06

η1 = 1, η2 = 0,+20 1771.74±5.63 1831.75±5.98 15.91±0.04

η1 = 0.9, η2 = 0.1,+20 1791.07±6.60 1850.72±6.76 15.91±0.05

η1 = 0.9, η2 = 0.1,+0 1622.34±6.74 1685.02±6.86 13.99±0.06

η1 = 0.8, η2 = 0.2,+20 1796.76±6.78 1856.70±7.07 16.03±0.05

η1 = 0.7, η2 = 0.3,+20 1740.64±5.14 1801.58±5.30 15.38±0.04

η1 = 0.5, η2 = 0.5,+20 1750.46±6.51 1809.83±6.72 15.59±0.23

η1 = 0, η2 = 1,+20 1744.96±6.69 1808.28±7.07 13.11±1.09

η1 = 0, η2 = 1,+0 271.44±6.29 566.64±3.96 1.54±0.02

Distributed Reward - Parameter tuning Next, we compare the resulting per-

formance when learning policies with the distributed reward defined in Equation 7.9,
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parameterized with different values of η1 (selfish), η2 (collaborative) and Bonus (com-

pletion).

In Table 7.4 we can see that when the reward is purely collaborative (η1 = 0,

η2 = 1,+0), it does not encourage agents to leave the system, since the outflow of

271.44 is about 17% of the human baseline outflow. In fact, the longer an agent stays

in the system, the more reward it can get at the early training stage. As a result,

the policy optimization can become trapped at a local optimum. Visualization of the

resulting policy shows that at some point an AV stops and lets the merging vehicles

travel at full speed so as to gain more speed-based reward.

We see that by either moving to a fully selfish reward, or adding an exit

bonus reward ri,done = 20 when the ith agent has exited the simulation, the outflow

improves by about 12% compared with the human baseline (an outflow of 1749.78

or 1744.96), and by using both fully selfish reward and the exit bonus the outflow

improves by additional 1.5% (an outflow of 1771.74). An additional improvement

of 1.3% − 1.6% is achieved by mixing a small fraction of global reward with a large

fraction of selfish reward, as well as an exit bonus (an outflow of 1791.07 and 1796.76

for the 0.2- and 0.1-collaborative policies). We note, however, that due to the high

variance in performance during training, the RL policies didn’t always achieve these

results during the training process. Generally, when the collaboration weight η2 is less

than 0.5 and there is an exit bonus, the trained policies can all increase the average

speed and outflow with respect to the human baseline, without significantly lowering

the inflow.

The distributed policy outperforms the human baseline, but achieves slightly

lower outflows than the centralized one. The difference between the top performing

distributed policy and the centralized one is not statistically significant.
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7.5 Related Work

Traffic congestion has long been an active research area (Downs, 2000). A

common form of traffic jam in freeways is stop-and-go waves, which were shown in

field experiments to emerge when density exceeds a critical value, even with no ap-

parent bottleneck (Sugiyama et al., 2008). In recent field experiments, hand-designed

controllers dissipated such waves and improved traffic flow (Stern et al., 2018).

RL for Mixed Autonomy. The recent industry-wide development of autonomous

and automated vehicles (AVs) has led to a surge of interest in harnessing AVs to reduce

traffic congestion. On the theoretical side, there have been efforts to formalize and

analyze the foundations for AVs impacting traffic systems (Wu et al., 2018). On the

applied side, large-scale traffic simulators have been adopted into a newly developed

experimental framework called Flow (Wu et al., 2017; Vinitsky et al., 2018), which we

use in this chapter. Using Flow, past research showed that Reinforcement Learning

(RL) (Sutton and Barto, 2018) can learn an effective centralized multiagent driving

policy, which simultaneously senses and controls all AVs, and improves the average

traffic speed over human-driven traffic, implemented with accepted human driving

models (Treiber and Kesting, 2017). However, we show that the average-speed metric

is manipulable by an RL agent and might not accurately reflect the network’s traffic

efficiency. Instead, we propose using an alternative metric.

Transfer Learning in RL. Since using RL to learn controllers in realistic simu-

lated or real-world setups could be impractically slow, some research looked at using

transfer learning (Taylor and Stone, 2009) to expedite learning, by transferring from

a simulated ring to a simulated simple merge scenario (Kreidieh et al., 2018), and

from a simulated to a scaled city (Jang et al., 2019). Our transfer learning approach

is different in the modular way it reuses state representation, which makes it more

scalable. In the ring-to-merge transfer, the authors handled the different source and
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target scenario structure and size by assuming a maximum number of AVs in the

road network, duplicating the ring state representation by this number, and using

0-padding if the actual number of AVs was smaller. In contrast, in our transfer ap-

proach the policy does not directly control more AVs than it was trained for. Instead,

it is deployed only in a specific key location in the scenario, and its state representa-

tion remains the same even though the scenario has a different geometry and a larger

number of participants. In addition, the policy transferred from ring to merge did not

surpass the performance of a policy trained from scratch, while using our approach

the transferred policy did.

7.6 Summary, Limitations, and Future Work

In this chapter, we explore how autonomous agents can effectively coordinate

with human proxies in open traffic scenarios. We demonstrate that the commonly

used metric—average speed—is insufficient for evaluating traffic efficiency in open

networks, as it can be artificially inflated by agents manipulating vehicle inflow. To

address this limitation, we propose using network outflows as a more robust and

manipulation-resistant metric. Using this metric as a reward function, our RL algo-

rithm produces a driving policy that outperforms policies trained with prior reward

functions, achieving higher throughput and average speed in small open network sce-

narios.

Building on this insight, we address the challenge of improving traffic flow

in a large-scale network that contains a chain of merging intersections (specifically,

Michigan’s I-696 highway). We develop a modular transfer learning framework that

transfers policies trained in smaller networks to local windows around junctions in the

larger network. This modular approach yields superior outflows compared to both

human-driven baselines and policies trained from scratch on the full network, while

reducing training time by up to 80%.

Finally, we show that a distributed multi-agent RL policy—relying only on
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local observations from onboard vehicle sensors—can improve traffic efficiency in a

small open network. This distributed setting offers a more practical alternative to

centralized methods that require global coordination among all autonomous vehicles.

Empirical experiments in this chapter contribute to the Dimension C: Collabo-

rating with Human-Like Agents.

Several limitations of this work point to promising directions that emerge from

this work.

Human Proxies vs. Real Human Behavior. In this work, human driving be-

havior is modeled using proxy agents governed by the Intelligent Driver Model (IDM).

While IDM offers a widely accepted approximation, it does not fully capture the vari-

ability, unpredictability, and strategic nuances of real human drivers. As a result, the

learned policies may not generalize well to environments populated by actual human

drivers. A promising future direction is to incorporate real-world human driving data

into the simulation loop—either by learning behavior models from datasets such as

NGSIM or Waymo Open Dataset, or by directly integrating human demonstrations.

Doing so could improve the fidelity of the simulation and provide a more reliable

benchmark for evaluating the robustness and adaptability of autonomous driving

policies.

Sim-to-Real Transfer. All experiments in this study were conducted in simu-

lated environments. While simulation provides a safe and controlled platform for

developing and evaluating RL policies, deploying these policies in real-world traffic

systems poses significant challenges. These include sensor noise, real-time inference

constraints, and unexpected behaviors from human drivers. Future work could ex-

plore sim-to-real transfer methods, such as domain randomization, policy distillation,

or fine-tuning with real-world data, to bridge the gap between simulation and deploy-

ment. Three years after the publication of this work, Lichtlé et al. (2024) conducted

field experiments using the same simulator and demonstrated that optimizing human
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proxies with real human driving data could improve real-world performance of the

learned policies.

Broader Scenario Coverage. This work focuses on a small number of open-

network traffic scenarios, including a scaled version of the I-696 highway. While these

setups provide valuable insights, they do not capture the full diversity of real-world

road structures and traffic patterns. Future research could expand the evaluation to

include a wider variety of road topologies, such as urban intersections, arterial roads,

roundabouts, and mixed-use streets and reward designs. Additionally, varying the

density of human and autonomous vehicles, simulating different weather and visi-

bility conditions, or introducing multi-modal traffic (e.g., pedestrians and bicycles)

could further stress-test the robustness of the proposed methods.

This chapter presents the final part of the dissertation’s technical contribu-

tions. Next, we will summarize the work, situate it within the broader context of

related research, and discuss ongoing and future extensions of the contributions pre-

sented.
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Part V

Related and Future Work
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Chapter 8

Related Work

This chapter presents a comprehensive review of related work that underpins the con-

tributions of this dissertation. While individual chapters provide contextual related

work relevant to their specific contributions, this chapter situates the overall contri-

butions within the broader research landscape and highlights their connections to

subsequent developments in the field.

The remainder of this chapter reviews prior research in multi-agent policy gen-

eralization, inter-agent communication, and learning in mixed-autonomy settings. We

focus on how these topics support our contributions in multi-agent learning and coor-

dination, and we highlight representative works that shaped the field. Specifically, we

discuss methods for multi-agent policy generalization (including diverse policy

generation, population-based training, Empirical Game-Theoretic Analysis (EGTA),

and Ad Hoc Teamwork (AHT)), advances in multi-agent communication (rang-

ing from vehicle-to-vehicle signaling to natural language dialog), and approaches to

mixed-autonomy policy learning (where AI agents learn to collaborate with or

amidst human-controlled agents). We then survey two application domains rel-

evant to this dissertation: (a) the cache timing attack problem (a security domain

illustrating adversarial multi-agent interactions) and (b) large language model (LLM)

based agents for autonomous driving (illustrating cutting-edge multi-agent coordina-

tion with AI-driven vehicles).
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8.1 Multi-Agent Policy Generalization

Multi-agent policy generalization research addresses how an agent can learn

strategies that are robust across diverse partners, opponents, and scenarios. A core

challenge is that policies trained against a fixed set of co-players often overfit and fail

against novel behaviors. To mitigate this issue, researchers have explored diverse pol-

icy generation and population-based training. In such approaches, instead of training

a single set of policies in isolation, a population of agents co-evolves, exposing each

agent to a wide variety of behaviors. This idea underpinned successes like AlphaS-

tar’s league training in StarCraft (Vinyals et al., 2019) and the Policy-Space Response

Oracles (PSRO) framework (Lanctot et al., 2017). By maintaining a growing pool

of policies and iteratively adding best responses, PSRO offers a principled way to

explore strategy space and approximate game-theoretic solutions. Population-based

training (PBT) yields a broader range of experiences by encouraging diversity in

policies, which in turn improves generalization of the learned policies (Parker-Holder

et al., 2020a). Overall, these methods produce agents that can handle unseen strate-

gies more effectively by simulating the richness of the multi-agent environment during

training. Our contributions MACTA and L-BRDiv are population-based training

methods and can be formulated by the PSRO framework.

8.1.1 Empirical Game Theory Analysis

Empirical Game-Theoretic Analysis (EGTA) (Wellman, 2006) is a method-

ology that bridges multi-agent learning and classic game theory. When the game

complexity scales, classic game theory analysis will not achieve a solution concept

analytically (Wellman et al., 2025). Instead of relying on a fully specified analytic

game, EGTA uses simulations of agents (which may be learned reinforcement learn-

ing policies or heuristics) to empirically estimate payoffs for strategy profiles, which

yields an empirical game model capturing the strategic landscape. Researchers can

then analyze this game model for equilibria or other solution concepts, guiding the
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discovery of new strategies. Notably, automated strategy generation techniques like

PSRO (Lanctot et al., 2017) have become popular EGTA approaches for iteratively

expanding the strategy set. This dissertation instantiates variants of EGTA in an-

alytically complex domains such as cache timing attacks and autonomous driving.

Overall, EGTA provides a practical framework for analyzing multi-agent interactions

through simulation-based game models and offers a promising approach for studying

policy generalization in these settings.

8.1.2 Ad Hoc Teamwork

Ad Hoc Teamwork (AHT) refers to the problem of designing agents that can

collaborate with previously unseen teammates without prior coordination or shared

training. This challenge was formally introduced by Stone et al. (2010), who de-

fined it as the problem of creating “an autonomous agent that is able to efficiently

and robustly collaborate with previously unknown teammates on tasks to which they

are all individually capable of contributing.” Unlike self-play settings where agents

co-train, an AHT agent must generalize to partners exhibiting arbitrary behaviors or

strategies. Prior work in AHT typically assumes a fixed set of heuristic or reinforce-

ment learning-based teammates and focuses on modeling and responding effectively

to them (Mirsky et al., 2022; Barrett et al., 2016; Rahman et al., 2021; Zintgraf

et al., 2021; Papoudakis et al., 2021; Gu et al., 2021). Recognizing the importance of

teammate diversity in training, methods such as Fictitious Co-Play (Strouse et al.,

2021) and Trajectory Diversity (Lupu et al., 2021) aim to generate a broad range of

teammates by randomness. L-BRDiv was proposed to further this line of research

by generating “meaningfully diverse” teammates — those that elicit distinct best re-

sponses — through optimizing best response diversity or adversarial diversity (Cui

et al., 2023a; Charakorn et al., 2023; Rahman et al., 2023). Subsequent work has

built upon this foundation to propose AHT evaluation metrics (Wang et al., 2024)

and develop open-ended training frameworks for AHT (Wang et al., 2025).
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8.2 Multi-Agent Communication

Communication is a key enabler for coordination in multi-agent systems. By

sharing information, agents can synchronize plans, warn each other of dangers, or

negotiate task allocation. Research on multi-agent communication can be divided

into domain-specific signaling (using engineered messages in contexts like vehicle

coordination) and natural language communication (where agents use or learn

human-like language to communicate). Below, we discuss two sub-areas particularly

relevant to this dissertation: Vehicle-to-Vehicle (V2V) communication in autonomous

driving scenarios, and natural language communications in agent interactions.

8.2.1 Vehicle-to-Vehicle Communication

Network connectivity offers a great potential for improving the safety and

reliability of self-driving cars. Vehicles can now share surrounding information via

Vehicle-to-vehicle (V2V) and vehicle-to-infrastructure (V2X) channels using wireless

technologies, such as Dedicated Short Range Communication (DSRC) (Kenney, 2011)

and cellular-assisted V2X (C-V2X) (Gallo and Harri, 2013; Qualcomm, 2019). These

V2V/V2X communication devices are increasingly deployed in current and upcoming

vehicle models (Thompson, 2016; Plungis, 2018)). The academic community has built

city-scale wireless research platforms (COSMOS (Yu et al., 2019)) and large connected

vehicle testbeds (e.g., MCity (Bezzina et al., 2023), DRIVE C2X (Stahlmann et al.,

2011)), to explore the feasibility of cooperative vehicles and applications. Prior work

(Qiu et al., 2018; Chen et al., 2019) proposed cooperative perception systems that

broaden the vehicle’s visual horizon by sharing raw visual information with other

nearby vehicles. Such systems can be scaled up to dense traffic scenarios leveraging

edge servers (Zhang et al., 2021) or in an ad-hoc fashion (Qiu et al., 2021). Wang

et al. (2020); Li et al. (2021b); Xu et al. (2022) proposed multi-agent perception

models to process sensor information and share compact representations within a

local traffic network. In contrast, Coopernaut focus on cooperative driving of
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networked vehicles with onboard LiDAR data under realistic networking bandwidth,

advancing towards real-world V2V settings. Following Coopernaut, there has been

advances in V2V modeling and emerging datasets for V2V cooperative perception

(Xu et al., 2022).

8.2.2 Learning to Communicate in Natural Language

Recent advances in multi-agent systems have explored how agents can learn

to communicate using natural language, enabling them to collaborate or compete

in human-interpretable ways. Early work by Lewis et al. (2017) demonstrated that

agents trained on human negotiation dialogues and fine-tuned via self-play reinforce-

ment learning can develop strategic communication behaviors, such as feigning inter-

est, while maintaining grammatical fluency. To avoid drifting into private, uninter-

pretable languages, the authors combined RL with supervised anchoring. Similarly,

Lazaridou et al. (2020) proposed combining a pre-trained language model with a

reinforcement-learned communication policy in referential games, showing that struc-

tural priors from natural language, when aligned with functional RL rewards, produce

messages that are both effective and interpretable. This combination of structural

priors and task rewards remains central to language emergence in agent interactions.

More recent efforts scale these ideas to complex social and strategic games.

CICERO (Bakhtin et al., 2022a) achieved human-level performance in the strategy

game Diplomacy by integrating a planning module trained with RL and a natu-

ral language model fine-tuned on human gameplay data. It grounded dialogue in

strategic intent and filtered outputs for consistency, enabling fluent negotiation with

human players. In parallel, social deduction games such as Werewolf have emerged

as testbeds for emergent communication. Xu et al. (2023a) trained agents to select

among LLM-generated messages using RL, allowing them to develop persuasive and

deceptive dialogue strategies. Brandizzi et al. (2022) pushed further by training both

speaking and listening agents from scratch via self-play RL, showing that meaning-

ful communication can emerge even without human supervision. LLM+Debrief
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differs from prior work by enabling embodied agents to use natural language for co-

ordinating physical tasks and introducing centralized reflection, where agents

discuss and refine strategies post-execution to improve future performance. Such re-

flective learning has only become feasible with recent advances in large language mod-

els. Collectively, these works demonstrate that grounded reward structures, strategic

alignment, and language priors are key to enabling agents to learn and use natural

language effectively in multi-agent environments.

8.3 Multi-Agent Policy Learning with Mixed Autonomy

Mixed-autonomy scenarios, such as road traffic with both autonomous and

human-driven vehicles, pose unique challenges: autonomous agents must learn poli-

cies that account for human behavior and even influence it to optimize system-level

performance. A representative line of work comes from Vinitsky et al. (2018), who de-

veloped the Flow framework for mixed-autonomy traffic control. Their benchmarks,

like the single AV in a ring road or multiple AVs at intersections, demonstrated that

model-free deep reinforcement learning can eliminate stop-and-go waves and improve

throughput beyond human baselines, as shown by Wu et al. (2018); Wu et al. (2017);

Vinitsky et al. (2018) and Stern et al. (2018).

Later works (Lichtlé et al., 2024) conducted field experiments using the same

simulator and demonstrated that optimizing human proxies with real human driving

data could improve real-world performance of the learned policies. These findings

generalize beyond driving: mixed autonomy is also observed in robotics and multi-

agent games, where AI must operate safely and effectively amid unpredictable human

actions. Techniques such as predictive human modeling and safe RL have emerged

to address this uncertainty. Collectively, these works establish mixed autonomy as a

crucial frontier for human-AI collaboration, offering foundational tools and paradigms

that inform this dissertation’s contributions.

142



8.4 Application Domains

Finally, we review related work in two specific application domains that in-

tersect with our research: (1) the cache timing attack problem in cybersecurity, and

(2) LLM-based agents for autonomous driving. The former showcases multi-agent

dynamics in an adversarial context (attacker vs defender), while the latter represents

a cutting-edge development in multi-agent cooperation with advanced AI models.

8.4.1 The Cache Timing Attack Problem

With increasingly sensitive data and tasks, security in modern computer sys-

tems has become one of the 14 Grand Challenges for Engineering (National Academy

of Engineering, 2007). A prominent example is cache-timing attacks (CTA), which

exploit shared processor caches to leak sensitive information such as encryption keys

(Yarom and Falkner, 2014; Liu et al., 2015), violate isolation boundaries (Kocher et al.,

2019), escalate privileges (Lipp et al., 2018), and even bypass hardware security fea-

tures in modern processors (Ravichandran et al., 2022). In these attacks, adversaries

infer private information from victims through shared cache access patterns.

Over the years, both attack and defense strategies in CTA have been manually

crafted by computer architecture experts. To automate detection, various statisti-

cal and machine learning approaches have been proposed. For instance, CC-Hunter

(Chen and Venkataramani, 2014) uses autocorrelation to detect recurrent patterns in

cache contention, while Cyclone (Harris et al., 2019) applies SVM classifiers based

on cyclic interference patterns. ReplayConfusion (Yan et al., 2016) replays program

traces with altered cache mappings to expose abnormal patterns, and PerSpectron

(Mirbagher-Ajorpaz et al., 2020) trains a neural classifier on memory and latency logs.

EVAX (Mirbagher-Ajorpaz et al., 2022) further enhances detection with GAN-based

augmentation. However, these detectors often rely on fixed patterns and struggle

to handle evolving attack strategies (Xiong and Szefer, 2020; Briongos et al., 2020;

Saileshwar et al., 2021; Guo et al., 2022b;a).
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Recognizing the arms race nature of security, researchers have adopted game-

theoretic approaches to model attacker-defender interactions (Anwar et al., 2018;

Elderman et al., 2017; Eghtesad et al., 2020). While insightful, these works typically

simplify real-world dynamics and operate within limited strategy spaces. In con-

trast, real-world CTA involves high-dimensional state-action spaces, sparse rewards,

and long horizons, making exhaustive analysis infeasible. MACTA, a reinforcement

learning framework that enables automatic discovery of attacker strategies, was pro-

posed in this dissertation to address this challenge.

8.4.2 LLM Agents for Autonomous Driving

LLM agents have shown potential to address various autonomous driving tasks.

In particular, they are promising in tackling corner cases (Wen et al., 2023b) due

to their reasoning ability and the common-sense knowledge embedded, yielding a

more generalizable autonomous driving stack. Recent studies have explored various

approaches to tailor state-of-the-art LLMs for driving (Wen et al., 2023a; Hu et al.,

2024). However, a foundational challenge lies in grounding LLM agents in the real

world—they need to perceive and understand the traffic scenarios. A straightforward

approach is to obtain the observations from oracle perception models (Mao et al.,

2023b) and convert them to textual descriptions (Mao et al., 2023a; Sha et al., 2023;

Jin et al., 2023; Cui et al., 2023b). Some other studies tackled this challenge by

introducing Visual Language Models (VLMs), which are adapted to driving domains

through in-context instruction tuning (Ma et al., 2023) or fine-tuning (Wayve, 2023;

Xu et al., 2023b; Ding et al., 2023; Yang et al., 2023). To enhance LLM agents’

reasoning ability, prior works have investigated incorporating handcrafted guidance

and examples in the prompts (Sha et al., 2023; Jin et al., 2023; Cui et al., 2023b),

structuring the reasoning procedure (Mao et al., 2023b; Sima et al., 2023), and fine-

tuning the models on driving datasets. Notably, fine-tuning LLMs and VLMs requires

an extensive amount of driving data with language labels. Several approaches have

attempted to adapt existing language-driving datasets for LLM fine-tuning (Ding
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et al., 2023; Xu et al., 2023b; Ma et al., 2023) or augment large-scale multimodal

driving datasets (Caesar et al., 2020; Sun et al., 2020; Mao et al., 2021) with language

labels (Qian et al., 2023; Shao et al., 2023; Sima et al., 2023; Nie et al., 2023). In

contrast, our work generates scalable driving data through agent self-play. Note that

existing models were predominantly evaluated in an open-loop fashion. In contrast,

similar to some prior work (Shao et al., 2023; Sha et al., 2023; Jin et al., 2023),

we conduct closed-loop evaluation of the proposed method and baseline methods in

CARLA (Dosovitskiy et al., 2017). More importantly, none of the existing work

has explored optimizing LLM agents in a multi-agent setting with natural language

vehicle-to-vehicle communication like LLM+Debrief. Concurrent efforts such as

AgentsCoDriver (Hu et al., 2024) and LangCoop (Gao et al., 2025) explore emergent

communication capabilities of LLMs but do not optimize communication strategies

or policies explicitly.

145



Chapter 9

Future Work

While this dissertation advances several key aspects of multi-agent learning, many

promising directions remain open for future exploration. The future work sections in

each chapter have outlined concrete next steps specific to individual contributions.

This chapter provides a broader perspective by highlighting follow-up work the author

has undertaken that builds upon the techniques introduced in this dissertation, as well

as prospective research directions inspired by the dissertation as a whole.

9.1 Towards Super-Human Pokémon AI

Competitive environments, such as Pokémon Video Game Championships

(VGC) battles, offer a rich and challenging setting for studying multi-agent policy

generalization. The domain is characterized by descriptive natural language rules

and a vast configuration space of team compositions, stochastic environment dynam-

ics, and partial observability—making it an ideal testbed for evaluating generalization

and robustness in multi-agent decision-making.

The author worked with Angliss et al. (2025) to introduce a benchmark,

VGCBench, for the Pokémon VGC domain and involved MACTA as one of the

competitive baselines (referred to as FP in that work). The study demonstrated that

initializing FP with a behavior-cloned policy trained on large-scale human gameplay
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data significantly enhanced its robustness and performance in this complex setting.

The resulting policy achieved a skill level comparable to players who qualify for the

VGC championship.

Future research may extend this line of work by applying empirical game-

theoretic analysis (EGTA) to better understand the strategic landscape of the game,

or by integrating large language models to interpret natural language rule descriptions

and Pokémon capabilities, potentially enabling generalization across arbitrary team

configurations.

9.2 Open-Ended Training for Ad Hoc Teamwork

The author worked with Wang et al. (2025) to transform the Ad Hoc (AHT)

Teamwork problem into a two-player zero-sum game between an incompatible-teammate

generator and the Ad Hoc Teamwork agent that aims to approximate the best re-

sponse to all possible teammates. To address this formulation, the study introduces a

regret-based open-ended training algorithm, ROTATE, which jointly generates chal-

lenging teammates and trains robust AHT agents. ROTATE builds upon the core idea

from L-BRDiv: namely, that a useful teammate policy is one whose best response

differs significantly from BR policies that the current AHT agent could emulate, thus

encouraging diversity and generalization in learning. Future work could extend the

study of this framework to more complex settings involving N -agent interactions or

general-sum games, broadening its applicability to richer and more realistic ad hoc

teamwork scenarios.

9.3 General-Sum N-Agent L-BRDiv

Although the concept of Minimum Coverage Sets (MCS) can be extended

to settings with more than two agents, L-BRDiv was originally designed for fully

cooperative games and evaluated empirically only in two-player settings.
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An ongoing line of work by the author aims to extend L-BRDiv to general-

sum games — including fully adversarial, mixed-motive, and cooperative scenarios

— and to environments with more than two agents. This extension involves two key

modifications: (1) enabling support for general-sum games by activating only con-

straint Equation 6.11, and (2) handling multi-agent settings by treating all teammates

as a joint policy. Empirical results suggest that this generalized version of L-BRDiv

is effective in uncovering diverse policies even in complex general-sum environments,

demonstrating the broader applicability of the approach.

9.4 Ad Hoc Teamwork Benchmark

A standardized benchmark for Ad Hoc Teamwork agents is critical yet cur-

rently lacking. Evaluation in AHT is often influenced by the choice of teammate

policies, which are typically hand-crafted and not normalized across works, making

it difficult to fairly compare methods. As the complexity of environments grows, de-

signing diverse evaluation teammates through heuristics becomes infeasible, limiting

our ability to assess an AHT agent’s generalization. Moreover, the compositional na-

ture of multi-agent setups hinders the development of a unified implementation and

interaction API.

An ongoing effort initiated by the author is to build an AHT benchmark that

addresses this gap by providing both a codebase for agent interaction and an eval-

uation framework. The evaluation set must consist of distinct teammates sampled

uniformly or weighted through methods such as cross-play analysis or similarity-based

selection. To probe collaborative weaknesses, we propose using diagnostic tools like

NashConv or regret-based exploitability metrics that reveal how well an agent collab-

orates under worst-case teammate configurations without falling into self-sabotage—a

scenario where an agent undermines team performance despite having cooperative po-

tential. Existing benchmarks like MeltingPot (Agapiou et al., 2022) fall short in this

regard: they often involve too many agents, contain mixed-motive or non-cooperative
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elements, and lack the evaluative structure and diagnostics necessary to systemati-

cally advance AHT research.

9.5 Natural Language Communication and Collaboration for
Embodied Agents

As embodied agents become more prevalent in real-world applications, rang-

ing from autonomous driving to household robotics, natural language emerges as a

crucial medium for collaboration. Unlike structured protocols, language enables flex-

ible, human-compatible communication that can convey intentions, constraints, and

situational updates. However, enabling embodied agents to effectively use natural

language for coordination poses several challenges: grounding language in perception

and action, maintaining coherence in multi-turn interactions, and handling ambigu-

ity in real-time decision-making. These challenges are exacerbated in multi-agent

settings, where agents must communicate with both humans and other agents, some-

times under zero-shot or ad hoc conditions.

While this dissertation takes a step toward this direction through the develop-

ment of the LLM+Debrief framework, future work could significantly enhance its

capabilities along two key dimensions: (1) enabling language-conditioned and com-

positional embodied motion, and (2) developing physical understanding and reason-

ing in natural language. Moreover, methods such as MACTA and L-BRDiv could

contribute to generating diverse strategy profiles, thereby enriching the spectrum of

behaviors in competitive or collaborative embodied agent interactions.

9.6 Multi-Agent Strategic Reasoning for Large Language Mod-
els

Large Language Models (LLMs) have recently demonstrated impressive capa-

bilities in single-agent reasoning tasks, including arithmetic problem-solving, code

generation, and chain-of-thought prompting. However, multi-agent environments
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pose a fundamentally different set of challenges that require reasoning beyond an

isolated perspective. In such settings, agents must account not only for the underly-

ing physical-world dynamics but also for the diverse intentions, beliefs, and potential

actions of other agents—whether they are collaborators, competitors, or fall some-

where in between. Strategic reasoning in these contexts involves anticipating others’

moves, coordinating joint plans, negotiating trade-offs, and adapting dynamically to

the observed behaviors of teammates or opponents.

Current LLMs are not yet capable of performing such multi-agent strategic

reasoning at a level comparable to human experts, especially in complex, high-stakes

domains such as Go or Pokémon VGC. These domains demand long-term planning,

recursive opponent modeling, and nuanced understanding of team-level synergies—all

of which challenge current capabilities. However, techniques developed in this dis-

sertation can offer a path forward. For example, MACTA provides promising im-

plications not only for improving robustness and generalization but also for studying

safety alignment: by training LLMs against a curriculum of diverse training partners

or attacker models, we may be able to better understand their vulnerabilities and

encourage the emergence of safer, strategically aligned behaviors.

9.7 Multi-Agent Collaboration Safety

The communication-based learning methods proposed in this dissertation, such

as LLM+Debrief and Coopernaut, operate under the assumption that all par-

ticipating agents have cooperative intentions. While this assumption is valid in con-

trolled environments, real-world multi-agent systems must be designed to handle a

wider range of scenarios. In practice, agents may encounter adversarial behaviors,

faulty communication, or misleading messages that compromise the safety and effec-

tiveness of collaboration. Relying solely on honest communication can leave systems

vulnerable to manipulation or coordination failure.

To ensure collaboration safety in open and potentially adversarial settings, fu-
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ture work should investigate more robust communication mechanisms. For example,

incorporating redundancy in information sharing, developing verification or consis-

tency checks, and exploring cryptographic techniques to authenticate the source and

integrity of messages. Agents should also be trained to identify and adapt to inconsis-

tencies or signs of deception in communication. Extending the frameworks introduced

in this dissertation to handle such challenges is a critical step toward building resilient

and secure multi-agent systems that can operate safely in the real world.
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Chapter 10

Conclusion

The growing integration of artificial intelligence into physical systems calls for agents

that can operate robustly in dynamic, uncertain, and human-populated environments.

This dissertation addresses a fundamental question: How can autonomous agents

be trained to effectively communicate and collaborate with diverse, pre-

viously unseen partners in open, complex environments? The investigation

was structured around three main dimensions of the key research question:

(A) Communication-Supporting Representations

(B) Multi-agent Policy Generalization

(C) Collaborate with Human-Like Agents.

This work introduces a series of technical contributions across multi-agent reinforce-

ment learning, teammate policy generation, and mixed-autonomy traffic coordination,

each addressing key challenges within these dimensions.

10.1 Contributions

This dissertation makes the following contributions to the multi-agent learning

literature:
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1(a) This dissertation introduces and evaluates Coopernaut (Chapter 3),

an end-to-end driving framework that learns transmittable representations of local

point-cloud observations through imitation learning. These learned representations

support safer driving with significantly fewer collisions compared to disconnected

agents in accident-prone scenarios, without compromising traffic efficiency. This con-

tribution addresses Dimension A, focusing on what information to communicate

under bandwidth constraints in cooperative autonomous driving.

1(b) This dissertation presents LLM+Debrief (Chapter 4), a self-play

learning framework that enables embodied large language model (LLM) agents to

communicate and coordinate via natural language in driving scenarios. Agents are

trained to articulate intentions, share observations, and negotiate driving plans. Ex-

perimental results demonstrate that agents can collaborate effectively using human-

comprehensible language, a critical step toward human-AI teaming. This contribution

addresses Dimensions A and C by enabling natural language-based joint decision-

making among agents in dynamic environments.

2(a) This dissertation introduces MACTA (Chapter 5), a training frame-

work that combines Proximal Policy Optimization (Schulman et al., 2017) with Fic-

titious Play (Brown, 1951) to develop robust policies in adversarial settings. The re-

sulting policy demonstrates strong generalization to unseen and adaptive opponents,

as shown in a simulated cache-timing attack scenario. This contribution addresses

Dimension B by enhancing policy generalization through game-theoretic reinforce-

ment learning.

2(b) This dissertation addresses the challenge of generalization in coopera-

tive multi-agent settings by proposing that an agent can emulate a coverage set of

the teammate policy space through exposure to a diverse range of training partners

(Chapter 6). To this end, it introduces L-BRDiv, a teammate generation method

that approximates a diverse subset of policies requiring distinct best responses. Re-

sults show that L-BRDiv produces qualitatively diverse teammates and enables ad
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hoc agents to achieve state-of-the-art performance on standard ad hoc teamwork

benchmarks. This contribution directly supports Dimension B, offering a practical

approach to diversity-aware training in cooperative multi-agent environments.

3 This dissertation conducts an empirical study (Chapter 7) on the applica-

tion of decentralized multi-agent reinforcement learning in mixed-autonomy traffic

coordination. In this study, reinforcement learning agents trained without explicit

communication successfully interact with both human drivers and AI agents. Find-

ings reveal that a small number of RL-based autonomous vehicles can collaborate to

influence human behavior and significantly improve traffic efficiency in open settings.

This contribution addresses Dimension C, highlighting how decentralized agents

can integrate and coordinate with human participants in real-world tasks.

10.2 Broader Impact

This dissertation contributes to the design of ad hoc and open-world AI sys-

tems that are not only intelligent but also socially compatible with diverse agents,

including humans. Through empirical case studies in autonomous driving, mixed-

autonomy traffic systems, and strategic reasoning, this work demonstrates that AI

agents can be trained to:

1. Coordinate with previously unseen and diverse partners

2. Communicate effectively in natural language

3. Influence and collaborate with humans in dynamic, open environments

These findings offer concrete insights into the development of collaborative and gener-

alizable multi-agent AI systems, advancing the goal of deploying adaptive and socially

aligned agents in the real world.
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Appendix A

Additional Details on LLM+Debrief

This appendix provides supplementary information for Chapter 4, including imple-

mentation details of the proposed method, environment design, example prompts,

and representative learned cooperative strategies and knowledge.

A.1 Method

Algorithm 2 implements LLM+Debrief, a multi-LLM-agent learning frame-

work that leverages communication and centralized reflection using large language

models (LLMs) to enhance coordination between agents in a simulated environment.

A.1.1 Implementation Details

We utilize gpt-4o-mini with a temperature of 0.2 for the agent policy, making

decisions and collecting experiences every 0.5 seconds (10 simulation frames). The

message dialogs received are maintained within a 2-second window according to the

age of the message during each episode. The debriefing process is conducted after

each episode for a total of 60 episodes, comprising a N = 1 round of discussion among

agents followed by a final round of individual reflection to summarize and consolidate

the discussion results. To enable stronger reasoning and summarization capabilities,

gpt-4o is used for the debriefing sessions and reflection. The transition data are
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Algorithm 2 Multi-Agent Centralized Debrief Reflection with Communication
Input: Multi-agent Simulation Environment env, LLM agents{πi∈I}, Debriefing
round R.
Initialize: Knowledge {Ki∈I}, Replay Buffer ReplayBuffer
for j=1, 2, 3... // Training epoch do

{obsi} = env.reset()
while t < T // Time step do

for i = 1, ..., N //Per agent, but execute in parallel do
// Get CoT reasoning for each agent based on observation and knowledge
reasoningi ← agents.reason(obsi, Ki)
// Get decisions for each agent based on observation and knowledge
messagei, controli ← agents.act(obs, Ki, reasoningi)

end for

// Step the environment with actions
{next_obsi} ← env.step({messagei, controli})
// Store experience to the replay buffer
ReplayBuffer.add(obs, next_obs, reasonings, messages)
// Message Dialog becomes part of the observation
{obsi} ← {next_obsi} ∪ {messagei}

end while

// Get episode feedback from the environment
feedback ← env.evaluate()

// Lable all the transition data in hindsight
data_post_processing(ReplayBuffer )
// Debriefing and learning from feedback, update knowledge
// Randomly decide debrief order
for r = 1, ..., R do

if strategy=None then
cooperation_stategy = agentr.propose()

else
cooperation_stategy = agentr.revise()

end if
end for
//Summarize the dialogue and use it for future learning
{Ki} ← agent.reflect()({Ki})

end for
last {πi,j} during the last iteration of self-play
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sampled from the trajectory with a batch size of 4.

The Batch Context Sampling follows the following heuristic rule to assign

probability mass on each transition data point and sample according to the normalized

probability mass:

Weighti = 1 + 2× 1{exists other agents}

+ 5×max(2− time to collision, 0)

+ 10× 1{actions contribute to collision}

+ 0.1× 1{stagnation} × {timestep}

+ 2× 1{actions contribute to stagnation}

(A.1)

where 1 represents the indicator function that takes the value 1 when the event

happens, and 0 otherwise.

A.1.2 Inference Latencies

Table A.1 summarizes the average latencies and message sizes for each scenario

in the communication setting, evaluated using gpt-4o-mini on a machine with Intel

Gen 10 CPUs. The metrics include partial observable captioner latency (in seconds),

reasoning latency (in seconds), decision latency (in seconds, excluding reasoning la-

tency), and message size (in Mb). Data are aggregated over 10 episodes at each LLM

decision step. Scenarios without communication exhibit slightly lower reasoning and

decision latencies compared to those with communication within the same order of

magnitude. We observe that the reasoning step is the main bottleneck of policy in-

ference. However, the reasoning step is inevitable for LLM agents to make reasonable

decisions without finetuning.

A.2 Environment

The TalkingVehiclesGym environment (Figure A.1) adopts the Gymna-

sium and PettingZoo APIs, assuming a parallel-acting setup to support efficient par-
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Table A.1: Captioning, reasoning, decision latency, message size using gpt-4o-mini LLM
Policy

Latencies
Scenario Overtake Left Turn Red Light Overtake Highway Merge Highway Exit

Captioner Latency (s) 0.022 0.023 0.025 0.022 0.017 0.016
Reasoning Latency (s) 10.32 10.89 9.93 9.57 12.10 10.55
Decision Latency (s) 1.06 1.25 1.37 0.86 1.05 1.27
Message Size (Mb) 0.0016 0.0013 0.0014 0.0014 0.0005 0.0005

allel language model inference. We significantly modified the CARLA scenario runner

to enable multi-agent communication and heterogeneous agent configurations within

CARLA. TalkingVehiclesGym interfaces with both the CARLA server and client,

establishing agents as a bridge between the simulator and learnable policies that

rely on experience buffers for optimization. Language-communicating agents utilize

an MQTT-based transceiver we implemented, enabling direct inter-agent communi-

cation without routing through the server.

Env (Server + Client)

Agents
Sensor subscription
Message passing
Low-level control

Scenario

Vehicles

Other actors

Policy
learning/human/

heuristic

Captions, feedbacks
Sensor data, reward

Control / Message

Apply control

Carla Data Provider
Experience

observation, action, 
reasoning, reward, 

feedback

CARLA Server

Client
Evaluator

Reward

Feedback

Talking Vehicles Gym
A multi-agent, gymnasium (PettingZoo), high-fidelity, communication-supporting, scenario-based environment

Policy

Figure A.1: TalkingVehiclesGym simulation framework. An agent is defined within
the scenario and has a specific sensor registration and action space. A policy takes observa-
tions from an agent, computes actions, and learn from the experience replay buffer.
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A.3 Example Agent Prompting Flow

Figure A.2 serves as a demonstration of the prompts; Please refer to our code

for the actual prompts for the policy and the reflection process.

System
You are driving a car, and your goal is pass the intersection if the traffic lights are green safely 
and timely, do not stagnate if everything is safe.
You can coordinate with any other vehicles to avoid collisions and or reduce wait time. I will give 
you description of the driving situation from your LiDAR perception, but note that it may be partially 
observable.\nThe observations are formatted as:  
Observation: <observation>
Possible actions are: 1. Stop 2. go (follow the planned route) 3.speed up 4.slow down

1. Sign of the Lane ID indicate the direction of the lane.
2. Your received messages are from other vehicles. Be sure to analyze the messages and how that message 
will affect you.
3. You decide an action every 10 frames (0.5 seconds).
4. Do not switch your action unless it is necessary.

User
Observation: You are driving Vehicle 241, a vehicle.lincoln.mkz_2020. Your current speed 

is 0.00 m/s, and the speed limit is 10.00 m/s. Your current speed is lower than the speed 

limit. The traffic light for you is currently green. You are at a 4-way intersection with 

traffic lights.  

Around you, there are other vehicles:

(1) Vehicle 249 is a vehicle.carlamotors.carlacola. Vehicle 249 is stationary. It is in 

lane -1, a single-lane road on the left-turning point of road 4 at the intersection.  

Vehicle 249 is side-by-side and 1.29 meters on your left...

Start of Message Dialog:\n(Received Message from Vehicle 249, 2.0 seconds ago: Attention 

all vehicles: Vehicle 242 (Audi) is approaching the intersection at 8.55 m/s against a 

red light, located 3.54 meters in front of me and 10.56 meters to my left. Vehicle 241, 

please remain stationary until I confirm the threat has stopped. Vehicle 248, you are 

safe to remain stationary as well. I will provide updates shortly.) ... End of Message

It is your turn to send a message to other vehicles now

Agent
Based on the current observations and the received messages, here is the assessment of 
the situation:1. **Traffic Light Status**: The traffic light for Vehicle 241 (me) is green, which 
typically allows me to proceed through the intersection.\n\n2. **Surrounding Vehicles**:\n   - 
**Vehicle 249**: Stationary, providing updates about the situation.\n   - **Vehicle 248**: 
Stationary, following the instructions from Vehicle 249.\n   - **Vehicle 247**: Stationary, also 
following the instructions from Vehicle 249.\n   - **Vehicle 242**: Approaching the intersection 
at 7.62 m/s against a red light, currently 6.84 meters in front of me. This vehicle poses a 
significant threat as it is not complying with the traffic signal.\n\n3. **Received Messages**: \n   
- Vehicle 249 has consistently warned all vehicles to remain stationary due to the 
approaching Vehicle 242, which is running a red light. The updates indicate that Vehicle 242 
is getting closer and remains a threat.\n\n4. **Potential Outcomes**:\n   - **If I proceed (go)**: 
I risk a collision with Vehicle 242, which is approaching the intersection against a red light. 
This is unsafe and could lead to an accident.\n  …

User
You MUST respond with an action, formatted as a JSON object with the following 
structure:
command: <command>
where you replace <command> with your actual command, choosing from: go, stop
Do nothing else but return the action.

Agent
{‘command’: ‘stop’, ‘message’:'Vehicle 241: Acknowledging the updates from Vehicle 
249. I will remain stationary until further notice. Please keep me updated on the 
status of Vehicle 242. Safety first.'}

Figure A.2: Example agent prompting flow.
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A.4 Example Learned Knowledge and Cooperative Strategies

The following knowledge and cooperation strategy examples are fully gener-

ated by LLMs without human modification.

A.4.1 Overtake (Perception)

Car1 (Overtaking Car)

knowledge: To efficiently and safely overtake a stationary vehicle in lane 1

by moving into lane -1, I will integrate active sensor use with continuous communica-

tion. The stationary vehicle will monitor lane -1 and provide real-time alerts on traffic

status. Simultaneously, I will use my sensors to independently verify lane status. If

both sources confirm lane -1 is clear, I will promptly proceed with the overtaking

maneuver to avoid stagnation. If the stationary vehicle detects traffic, it will immedi-

ately advise me to hold my position. I will remain ready to accelerate smoothly once

the lane is confirmed clear. This dual-verification approach, with proactive sensor

use and real-time communication, will prevent collisions and ensure a timely and safe

overtaking maneuver.

cooperative strategy: In our refined cooperative strategy, the stationary

vehicle in lane 1 will continuously monitor lane -1 for any approaching traffic and

provide real-time alerts. Meanwhile, the overtaking vehicle will actively use its sen-

sors to independently verify the status of lane -1. If both the stationary vehicle’s

observations and the overtaking vehicle’s sensors confirm that lane -1 is clear, the

overtaking vehicle will promptly proceed with the maneuver to avoid stagnation. If

the stationary vehicle detects any traffic in lane -1, it will immediately communicate

this, advising the overtaking vehicle to hold its position. The overtaking vehicle will

remain ready to accelerate smoothly once the lane is confirmed clear. This dual-

verification approach, combining sensor data and real-time communication, ensures

a timely and safe overtaking maneuver, preventing collisions and minimizing stagna-

tion.
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Truck (Stopped Truck in Lane 1)

knowledge: As the stationary truck in lane 1, my role is to continuously

monitor lane -1 for any visible traffic and provide immediate alerts if I detect any

vehicles, advising the overtaking vehicle to hold its position. The overtaking vehi-

cle should actively use its sensors to independently verify lane status. If both my

observations and the overtaking vehicle’s sensors confirm that lane -1 is clear, the

overtaking vehicle should promptly proceed with the overtaking maneuver to avoid

stagnation. This dual-verification approach ensures a safe and efficient overtaking

maneuver, preventing collisions and minimizing stagnation.

cooperative strategy: In our refined cooperative strategy, as the stationary

truck in lane 1, I will continuously monitor lane -1 for any approaching traffic and

provide immediate alerts if I detect any vehicles, advising the overtaking vehicle to

hold its position. Meanwhile, the overtaking vehicle will actively use its sensors to

independently verify the status of lane -1. If both my observations and the overtaking

vehicle’s sensors confirm that lane -1 is clear, the overtaking vehicle should promptly

proceed with the overtaking maneuver to avoid stagnation. This dual-verification

approach, combining sensor data and real-time alerts, ensures a timely and safe over-

taking maneuver, preventing collisions and minimizing stagnation.

A.4.2 Red Light (Perception)

Car1 (Proceeding Forward with Green Lights)

knowledge: As a vehicle with a green light at an intersection, my primary

task is to pass through safely and timely. I should communicate my intention to

proceed to nearby cooperative vehicles and request confirmation that the intersection

is clear. I must remain vigilant for warnings from vehicles with a clear view of

the intersection about potential threats, such as vehicles approaching against a red

light. If a warning is received, I should remain stationary until the monitoring vehicle

confirms the intersection is clear. Continuous communication and responsiveness to
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updates are key to preventing collisions and avoiding unnecessary delays, allowing me

to proceed promptly when it is safe.

cooperative strategy: In our cooperative strategy, the vehicle with the best

view of the intersection, typically positioned to turn left, will lead in monitoring and

communicating updates about potential threats. This vehicle will provide real-time

information about any approaching vehicles against a red light, including their dis-

tance and speed, and confirm when they have stopped or are no longer a threat.

If a threat is detected, the vehicle with the green light, ready to proceed straight

through the intersection, should remain stationary until the intersection is confirmed

clear. The monitoring vehicle will send updates every few seconds to keep all vehicles

informed. Once the threat is resolved, the monitoring vehicle will confirm the inter-

section is clear, allowing the vehicle with the green light to proceed promptly and

safely. This plan ensures safety by preventing collisions and minimizes unnecessary

delays by enabling vehicles to pass through the intersection efficiently when it is safe

to do so.

Truck (Stopped at Intersection)

knowledge: As the stationary truck with a clear view of the intersection, my

primary role is to monitor traffic and provide real-time updates to ensure the safe

and efficient passage of vehicles. If I detect any vehicle approaching the intersection

against a red light, I must immediately alert all nearby vehicles, providing specific

information about the threat’s distance and speed. The vehicle with the green light

should remain stationary until I confirm that the threat has stopped or is no longer

present. I will send updates every few seconds to keep all vehicles informed. Once the

intersection is clear, I will confirm this, allowing the vehicle with the green light to

proceed promptly and safely. This proactive communication ensures that all vehicles

are aware of potential threats and can take appropriate actions to prevent collisions,

while minimizing unnecessary delays by enabling vehicles to pass through the inter-

section efficiently when it is safe. My task is to facilitate this communication and
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coordination to maintain a balance between safety and efficiency at the intersection.

cooperative strategy: In our cooperative strategy, the vehicle with the best

view of the intersection, which is the stationary truck (myself), will lead in moni-

toring and communicating updates about potential threats. If a vehicle is detected

approaching against a red light, I will immediately alert all vehicles, providing specific

information about the threat’s distance and speed. The vehicle with the green light,

positioned to proceed straight through the intersection, should remain stationary un-

til I confirm that the threat has stopped or is no longer present. I will send updates

every few seconds to keep all vehicles informed. Once the intersection is clear, I will

confirm this, allowing the vehicle with the green light to proceed promptly and safely.

This plan ensures safety by preventing collisions and minimizes unnecessary delays

by enabling vehicles to pass through the intersection efficiently when it is safe to do

so.

A.4.3 Left Turn (Perception)

Car1 (Left-Turning)

knowledge: To execute a northbound left turn at the intersection while yield-

ing to oncoming southbound traffic from lane -2, I should first slow down to assess the

speed and distance of any oncoming vehicles. I will rely on the stationary vehicle at

the intersection to continuously monitor traffic and provide real-time updates. This

vehicle will send messages advising me when it is safe to proceed and instruct the

oncoming vehicle to yield. I should only proceed with the turn once I receive con-

firmation that the oncoming vehicle has acknowledged the yield instruction. If the

oncoming vehicle does not acknowledge or adjust its speed, I should stop and wait

until it is safe to proceed. This approach ensures a safe and efficient left turn without

causing collisions or unnecessary stagnation.

cooperative knowledge: In our revised cooperative strategy, the stationary

vehicle at the intersection will continuously monitor the traffic flow and provide real-
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time updates to both the left-turning vehicle (myself) and the oncoming vehicle.

The stationary vehicle will send a message advising me to slow down and assess the

situation, ensuring I only proceed with the left turn when I receive confirmation that

the oncoming vehicle has acknowledged the yield instruction. Simultaneously, the

stationary vehicle will instruct the oncoming vehicle to yield and adjust its speed to

allow me to pass safely. If the oncoming vehicle does not acknowledge or adjust its

speed, the stationary vehicle will alert me to stop and wait until it is safe to proceed.

This plan ensures that all vehicles are aware of each other’s intentions, allowing me

to make the left turn safely and efficiently without causing collisions or unnecessary

stagnation.

Truck (Stopped at Intersection)

knowledge: As a stationary vehicle with a clear view of the intersection,

my primary task is to facilitate the safe and quick passage of the northbound left-

turning vehicle by sharing critical traffic information. I must continuously monitor

the intersection and assess the speed and distance of any oncoming vehicles. If an

oncoming vehicle is approaching at a speed that could lead to a collision, I will

send timely messages advising the left-turning vehicle to slow down and assess the

situation, ensuring it only proceeds when the oncoming vehicle has acknowledged the

yield instruction. I will also instruct the oncoming vehicle to yield and adjust its

speed. If the oncoming vehicle does not acknowledge or adjust its speed, I will alert

the left-turning vehicle to stop and wait until it is safe to proceed. This ensures

clear communication and proactive monitoring, preventing collisions and avoiding

unnecessary stagnation.

cooperative knowledge: In our revised cooperative strategy, as the station-

ary vehicle with a clear view of the intersection, I will continuously monitor the traffic

flow and provide real-time updates to both the northbound left-turning vehicle and

the oncoming vehicle. I will send a message to the left-turning vehicle advising it

to slow down and assess the situation, ensuring it only proceeds when it receives
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confirmation that the oncoming vehicle has acknowledged the yield instruction. Si-

multaneously, I will send a message to the oncoming vehicle instructing it to yield

and adjust its speed to allow the left-turning vehicle to pass safely. If the oncoming

vehicle does not acknowledge or adjust its speed, I will alert the left-turning vehicle to

stop and wait until it is safe to proceed. This plan ensures that all vehicles are aware

of each other’s intentions, allowing the left-turning vehicle to pass the intersection

safely and quickly without causing collisions or unnecessary stagnation.

A.4.4 Overtake (Negotiation)

Car1 (Overtaking Car)

knowledge: To successfully overtake the stopped broken truck in lane 1 by

using lane -1, prioritize clear communication and adaptive speed management. Before

attempting the maneuver, send a message to any oncoming vehicle in lane -1, indi-

cating your intention to overtake and requesting a slight temporary speed reduction

to create a safe gap. Wait for acknowledgment and ensure the gap is sufficient before

proceeding. During the overtaking, minimize your time in lane -1 to reduce collision

risk. Once safely back in lane 1, send a confirmation message to allow the oncoming

vehicle to resume its speed. This approach ensures a coordinated and safe overtaking

maneuver without causing unnecessary delays or collisions.

cooperative strategy: In our cooperative strategy, when I, as the vehicle

intending to overtake a stationary truck in my lane, need to move into the opposite

lane, I will first send a message to the oncoming vehicle in the opposite lane, indicating

my intention to overtake and requesting a temporary speed reduction to create a safe

gap. The oncoming vehicle should acknowledge this request and, if feasible, slightly

slow down to create a safe gap, but avoid coming to a complete stop to prevent

stagnation. Once the gap is sufficient, I will proceed with the overtaking maneuver

and return to my original lane as quickly and safely as possible. After completing

the maneuver, I will send a confirmation message, allowing the oncoming vehicle to
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resume its target speed. This plan ensures that I minimize my time in the opposite

lane while the other vehicle maintains its urgency, thus preventing collisions and

avoiding stagnation. Effective communication and adaptive speed adjustments are

key to ensuring both vehicles can complete their tasks safely and efficiently.

Car2 (Opposite Car)

knowledge: To effectively execute the task of going forward and keeping lane

in lane -1 while in a hurry, prioritize maintaining speed and lane. If a vehicle in the

opposite lane intends to overtake a stationary vehicle and needs to temporarily move

into my lane, anticipate receiving a message indicating this intention. Upon receiving

such a message, acknowledge it and, if feasible, slightly slow down to create a safe

gap for the overtaking maneuver, but avoid coming to a complete stop to prevent

stagnation. Ensure the gap is sufficient for safe passage. Once the overtaking vehi-

cle has safely returned to its original lane, resume the target speed. This approach

maintains urgency while facilitating safe and efficient traffic flow, preventing colli-

sions and avoiding stagnation. Prioritize effective communication and adaptive speed

adjustments.

cooperative strategy: In our cooperative strategy, when a vehicle in the

opposite lane intends to overtake a stationary vehicle and temporarily move into my

lane, it should first send a message indicating its intention and request a temporary

speed adjustment. As the vehicle tasked with going forward and keeping lane, I should

acknowledge this request and, if feasible, slightly slow down to create a safe gap, but

avoid coming to a complete stop to prevent stagnation. The overtaking vehicle should

proceed with the maneuver as quickly and safely as possible, minimizing its time in

my lane. Once the overtaking vehicle has safely returned to its original lane, it

should send a confirmation message, allowing me to resume my target speed. This

plan ensures that the overtaking vehicle minimizes its time in the opposite lane while

I maintain my urgency, thus preventing collisions and avoiding stagnation. Effective

communication and adaptive speed adjustments are key to ensuring both vehicles can
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complete their tasks safely and efficiently.

A.4.5 Highway Merge (Negotiation)

Car1 (Merging Vehicle)

knowledge: To effectively merge onto the highway when in a hurry, I should

initiate communication by indicating my intention to merge and request the vehicle

directly on the highway lane to my left to create a gap by slightly slowing down or

temporarily changing lanes if feasible. I must observe the responses from vehicles

already on the highway, particularly the one closest to the merge point, and adjust

my speed to align with the newly created gap. I should not accelerate until the

highway vehicle has stabilized its speed and distance. Continuous communication is

crucial to ensure all vehicles are aware of each other’s actions, allowing for coordinated

speed and lane adjustments. If the gap is insufficient, I should be prepared to slow

down significantly or stop to reassess the situation, ensuring a safe and efficient merge

without causing collisions or stagnation.

cooperative strategy: In the cooperative strategy, as the merging vehicle, I

will initiate communication by indicating my intention to merge onto the highway and

requesting the vehicle directly to my left on the highway to create a gap by slightly

slowing down or, if feasible, temporarily changing lanes. The highway vehicle should

acknowledge this request and adjust its position accordingly, ensuring it maintains

a safe distance. Meanwhile, I will adjust my speed to align with the newly created

gap, ensuring I do not accelerate until the highway vehicle has stabilized its speed and

distance. The vehicle behind the highway vehicle should maintain its speed or slightly

slow down to prevent closing the gap prematurely. Continuous communication will be

maintained, with updates on speed adjustments and intentions, to ensure all vehicles

are aware of each other’s actions. This approach will prevent collisions by ensuring a

clear and sufficient gap for merging while avoiding stagnation by coordinating speed

and lane adjustments effectively.
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Car2 (Highway Vehicle)

knowledge: To execute the task of keeping on the original highway lane and

going forward while in a hurry, prioritize maintaining a safe and efficient flow of

traffic. When approaching a merge junction, be vigilant for merging vehicles and

anticipate their need to enter the highway. If a merging vehicle communicates its

intention, acknowledge the request and slightly reduce speed to create a sufficient

gap, facilitating a safe merge. Ensure clear communication of actions to allow the

merging vehicle to adjust its speed accordingly. Maintain your lane and continue

moving forward, gradually accelerating to the desired speed once the merging vehicle

has safely merged. Ensure the vehicle behind maintains its speed to prevent closing

the gap prematurely. Continuous communication and dynamic speed adjustments are

key to preventing collisions and avoiding stagnation, allowing the task to be fulfilled

efficiently.

cooperative strategy: In the cooperative strategy, the merging vehicle should

initiate communication by indicating its intention to merge onto the highway and re-

questing the highway vehicle directly to its left to create a gap by slightly slowing

down. The highway vehicle, which is myself, should acknowledge this request and

slightly reduce speed to create a safe merging space, while maintaining my lane and

preparing to accelerate once the merge is complete. The merging vehicle should adjust

its speed to align with the gap, ensuring it does not accelerate until I have stabilized

my speed and distance. The vehicle behind me on the highway should maintain its

speed or slightly slow down to prevent closing the gap prematurely. Continuous com-

munication should be maintained, with updates on speed adjustments and intentions,

to ensure all vehicles are aware of each other’s actions. This approach will prevent

collisions by ensuring a clear and sufficient gap for merging while avoiding stagnation

by coordinating speed adjustments effectively.
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A.4.6 Highway Exit (Negotiation)

Car1 (Exiting Highway)

knowledge: To exit the highway via the leftmost lane, initiate communication

with the vehicle in the leftmost lane at least 100 meters before the exit junction, clearly

indicating your intention to merge. Maintain a reasonable speed in the high-speed

lane while seeking a safe gap to merge ahead of the traffic flow. If the vehicle in the

leftmost lane is slightly ahead or side-by-side, it should decelerate slightly to create

a gap. Adjust your speed dynamically to align with the gap being created, ensuring

a smooth and safe transition into the left lane. Physically verify that the gap is

sufficient for a safe merge before attempting the lane change. If the vehicle in the

leftmost lane is stationary or unable to create a gap, communicate to confirm this

status and seek alternative gaps or adjust your route if necessary. Prioritize visual

confirmation over communication alone, and be prepared to adapt your strategy to

the current traffic conditions to prevent collisions and avoid traffic stagnation.

cooperative knowledge: In our cooperative strategy, as the vehicle in the

high-speed lane intending to exit, I will initiate communication with the vehicle in

the leftmost lane at least 100 meters before the exit junction, clearly indicating my

intention to merge. If the vehicle in the leftmost lane is slightly ahead or side-by-side,

it should decelerate slightly to create a gap ahead, allowing me to merge smoothly

without causing stagnation. I will maintain a speed that allows me to observe the

gap being created and will only proceed with the lane change once I have a clear

visual confirmation of a safe gap. If the vehicle in the leftmost lane is stationary or

unable to create a gap due to traffic conditions, it should communicate this status

immediately. In such cases, I will adjust my speed to maintain a safe distance and seek

an alternative gap or prepare to slow down significantly if necessary. Both vehicles

should actively communicate their speed adjustments and confirm when a safe gap is

established, ensuring that the lane change is executed without collision or stagnation.

Car2 (Leader of the Left Flow Staying on the Highway)
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knowledge: To effectively execute the task of staying in the leftmost lane and

proceeding forward on the highway while prioritizing safety in a hurry, I should keep

the following updated knowledge in mind: 1. **Proactive Communication:** Monitor

for messages from adjacent vehicles intending to merge into my lane, ensuring commu-

nication is initiated at least 100 meters before exit junctions, and respond promptly

to facilitate coordination. 2. **Adaptive Speed Management:** Decelerate slightly

to create a sufficient gap when a merging vehicle is slightly ahead or side-by-side, al-

lowing it to merge smoothly without causing stagnation. 3. **Enhanced Situational

Awareness:** Continuously assess the speed and position of vehicles in adjacent lanes

to anticipate merging actions and adjust my speed accordingly, ensuring a safe and

efficient merge. 4. **Coordinated Communication:** Actively communicate and con-

firm speed adjustments with the merging vehicle to establish a safe gap, preventing

collisions and maintaining traffic flow. 5. **Task Focus:** Maintain my position in

the leftmost lane and proceed efficiently, ensuring cooperative actions support safety

and fluid traffic flow, especially near exit junctions.

cooperative knowledge: In our cooperative strategy, when a vehicle in the

adjacent lane intends to merge into the leftmost lane for a highway exit, it should

initiate communication at least 100 meters before the exit junction, clearly indicating

its intention to merge. As the vehicle currently in the leftmost lane, my responsibility

is to promptly acknowledge this message and assess the traffic situation. If I am

slightly ahead or side-by-side with the merging vehicle, I will decelerate slightly to

create a gap ahead, allowing the merging vehicle to merge smoothly without causing

stagnation. The merging vehicle should maintain a speed that allows it to observe

the gap being created and only proceed with the lane change once it has a clear visual

confirmation of a safe gap. If I am stationary or unable to create a gap due to traffic

conditions, I will communicate this status immediately. In such cases, the merging

vehicle should adjust its speed to maintain a safe distance and seek an alternative

gap or prepare to slow down significantly if necessary. Both vehicles should actively

communicate their speed adjustments and confirm when a safe gap is established,
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ensuring that the lane change is executed without collision or stagnation."

A.4.7 Highway Merge (Negotiation) Silent Reflection

Car1 (Merging Vehicle) knowledge: Updated Knowledge for Merging onto

the Highway:1. **Continuous Monitoring:** Always be aware of vehicles behind,

directly in front, or to the side, as they pose immediate collision risks.2. **Early Gap

Identification:** Identify potential merging gaps early and adjust speed in advance

to align with these gaps, considering both vehicles ahead and behind.3. **Dynamic

Speed Adjustment:** Accelerate only when a clear and safe gap is confirmed. Be

ready to slow down if a vehicle behind is approaching quickly or if a vehicle ahead is

close.4. **Maintain Safe Distance:** Prioritize keeping a safe distance from vehicles

directly ahead and behind. If a vehicle is too close, adjust speed to increase the gap

before merging.5. **Safety Over Speed:** Prioritize safe merging over speed. Avoid

aggressive maneuvers that could lead to collisions, even if it means a slight delay.6.

**Flexible Strategy:** Adapt strategies based on real-time traffic conditions. Reassess

and choose a safer alternative if a planned action seems unsafe.7. **Immediate Threat

Focus:** Pay special attention to vehicles approaching from behind in your intended

merging path. Adjust your strategy to create a safe gap with these vehicles before

merging.8. **Proximity Awareness:** If a vehicle is within a critical distance behind,

prioritize adjusting speed to ensure a safe merging gap.9. **Cautious Acceleration:**

When a vehicle is directly in front and moving slower, maintain speed or slow down to

allow it to move further away before attempting to merge.By applying these strategies,

you can merge onto the highway more effectively and safely, even when in a hurry.

Car2 (Highway Vehicle) knowledge: Updated Knowledge for Navigating

Highway Merge Junctions 1. **Early Detection and Assessment**: Identify merg-

ing vehicles early, focusing on their speed and proximity. If they are close, prepare

to adjust your speed promptly to facilitate safe merging.2. **Prioritize Safety Over

Speed**: Always prioritize avoiding collisions over maintaining speed. Adjust your
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speed to ensure safe distances from merging vehicles, even if it causes a slight de-

lay.3. **Dynamic Speed Adjustment**: Be ready to slow down significantly if a

merging vehicle is very close. Avoid abrupt speed increases that could reduce merg-

ing space and lead to collisions.4. **Continuous Monitoring**: Maintain awareness

of the speed and position of nearby vehicles, especially those merging. Be vigilant of

vehicles approaching from behind and to the side.5. **Proactive Space Creation**:

Act promptly to create space for merging vehicles. Adjust your speed early to pre-

vent conflicts and maintain a smooth flow.6. **Anticipate Merging Intentions**: If

a vehicle is close and in a merging lane, anticipate its intention to merge and adjust

your speed or position accordingly to prevent collisions.7. **Balance Urgency with

Caution**: While in a hurry, balance the need for speed with safety. Ensure that any

speed adjustments do not compromise the safety of merging vehicles.8. **Immediate

Response to Close Proximity**: When a merging vehicle is extremely close, prioritize

immediate action to slow down or create space, even if it means temporarily reducing

speed significantly.9. **Evaluate Lane Change Options**: If safe and necessary, con-

sider a temporary lane change to allow merging vehicles to enter your lane smoothly,

while maintaining your original route.10. **Avoid Stagnation**: Ensure that actions

do not cause stagnation or impede traffic flow. Adjust speed dynamically to maintain

progress while ensuring safety.

A.4.8 Overtake (Perception) Communication Protocol by LLM+Debrief,
seed 12, checkpoint-28

Car1 (Overtaking Car)

knowledge: To successfully overtake the stopped broken truck using lane -1,

I will maintain a flexible speed and use my sensors to independently assess the speed

and distance of oncoming traffic in lane -1. The stationary truck will continuously

monitor lane -1 and provide real-time updates, sending a "hold" message if the gap is

not safe. I will only proceed with the overtaking maneuver when both the stationary

truck’s updates and my sensor data confirm a safe gap, at which point the stationary
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truck will send a "go" message. This ensures alignment and minimizes the risk of

collision. If no safe gap is available, I will maintain my position and communicate

my readiness to adapt speed as necessary, ensuring a coordinated and safe overtaking

process.

cooperative strategy: In the revised cooperative strategy, the stationary

truck in lane 1 will continuously monitor the traffic in lane -1 and provide real-time

updates on the speed and distance of oncoming vehicles. If the gap is not safe for

overtaking, the stationary truck will send a "hold" message to prevent premature

maneuvers. As the overtaking vehicle, I will use my sensors to independently verify the

traffic conditions in lane -1 and maintain a flexible speed, ready to adapt dynamically.

I will only proceed with the overtaking maneuver when both the stationary truck’s

updates and my sensor data confirm a safe gap, at which point the stationary truck

will send a "go" message. This dual verification approach ensures alignment in our

actions, minimizing the risk of collision and avoiding stagnation by allowing me to

adjust my speed based on real-time conditions. If no safe gap is available, I will

maintain my position and communicate my readiness to adapt speed as necessary,

ensuring a coordinated and safe overtaking process.

Truck (Stopped Truck in Lane 1)

knowledge: As the stationary truck in lane 1, my role is to assist the overtak-

ing vehicle by continuously monitoring traffic in the opposite lane (-1) and providing

real-time updates on the speed and distance of oncoming vehicles. If the gap is not

safe for overtaking, I will send a "hold" message to prevent premature maneuvers.

The overtaking vehicle should independently verify the traffic conditions using its

sensors and maintain a flexible speed, ready to adapt dynamically. If both my up-

dates and the overtaking vehicle’s sensor data confirm a safe gap, I will send a "go"

message, allowing the overtaking vehicle to proceed. This dual verification approach

ensures alignment in decision-making, minimizes collision risk, and avoids stagnation

by allowing the overtaking vehicle to adjust its speed based on real-time conditions.
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cooperative strategy: In our revised cooperative strategy, as the stationary

truck in lane 1, my role is to continuously monitor the traffic in the opposite lane (lane

-1) and provide real-time updates on the speed and distance of oncoming vehicles.

If the gap is not safe for overtaking, I will send a "hold" message to the bypassing

vehicle to prevent premature maneuvers. The bypassing vehicle, meanwhile, should

use its sensors to independently verify the traffic conditions in lane -1 and maintain

a flexible speed, ready to adapt dynamically. If both my updates and the bypassing

vehicle’s sensor data confirm a safe gap, I will send a "go" message, and the bypassing

vehicle should proceed with the overtaking maneuver. This dual verification approach

ensures that both vehicles are aligned in their actions, minimizing the risk of collision

by confirming safety from two perspectives and avoiding stagnation by allowing the

bypassing vehicle to adjust its speed based on real-time conditions. If no safe gap

is available, the bypassing vehicle should maintain its position and communicate

readiness to adapt speed as necessary, ensuring a coordinated and safe overtaking

process.
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Appendix B

Additional Details on MACTA

This appendix provides supplementary details for Chapter 5. It includes the moti-

vation for studying cache timing attacks, implementation specifics of the proposed

method, environment configurations, and expanded analyses. These analyses encom-

pass both quantitative and qualitative perspectives, evaluation on real hardware, and

detailed comparisons with baseline methods. We also provide insights into the benign

datasets used and implementation details of baseline attackers and detectors.

B.1 Why Study Cache Timing Attacks

CTA are stealthy but powerful. They do not violate any access control poli-

cies enforced by the operating system and low-level hardware and they are shown

to pose serious security concerns in practice. For example, some implementations

of security critical software such as encryption algorithms have a secret dependent

access pattern, and an attacker can use CTA to obtain secret keys (Osvik et al.,

2006; Liu et al., 2015). CTA also enables covert communication channels between

two domains and breaks the existing security isolation mechanism, e.g., sandbox in

javascript (Oren et al., 2015), isolation between processes (Kocher et al., 2019), and

the system privilege levels (Lipp et al., 2018). CTA can also facilitate brute forcing

hash values stealthily without triggering exceptions, which is shown to help break
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the ARM pointer protection mechanisms (Ravichandran et al., 2022). One of the

important defensive strategies is to detect unique characteristics of memory access

patterns of attacker programs that are different from usual benign ones, as leveraged

by the state-of-the-art cache-timing channel detectors (Yan et al., 2016; Chen and

Venkataramani, 2014; Harris et al., 2019; Mirbagher-Ajorpaz et al., 2020). However,

many new attacks (Briongos et al., 2020; Luo et al., 2023) avoid the characteristics

that the detector uses and it is hard to adapt existing detectors to previously unseen

attacks or access patterns.

B.2 Environment Configurations

Table B.1: Environment hyper-parameters.

Parameter Group Parameter Name Parameter Value

MA-AutoCAT Max Episode Length 64 steps

MA-AutoCAT Observation Window Size for the attacker and the detector 64 steps

MA-AutoCAT Probability between Attack Scenario and Benign Scenario during Training [50%, 50%]

MA-AutoCAT Benign Program Logs (Train) 48 Million Steps

MA-AutoCAT Benign Program Logs (Validation) 4 Million Steps

MA-AutoCAT Benign Program Logs (Test) 40 Million Steps

MA-AutoCAT Attacker Memory Address Range 8-15

MA-AutoCAT Victim Memory Address Range 0-7

Cache Simulator Cache Configuration L1 Cache, 8 set 1 way

Cache Simulator Replacement Policy Least Recently Used (LRU)

Game Mechanism. In MA-AutoCAT, within a fixed-length episode, the attacker

agent can guess the secret address of the victim as many times as possible and get

a reward for every correct guess (successful attack). In the meantime, the detector

agent can monitor the cache access history and interactions of two programs and

decide whether to raise a flag/alarm to terminate the episode to prevent further

information leakage.

Attacker’s Reward Function. The attacker is punished by 0.01 for every time

step, +10 if guess the victim’s secret successfully, -10 if incorrectly. It will get a
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one-time punishment of 20 if it reaches a timeout without any attack, a one-time

punishment of -10 if identified by detector. The episode length to collect reward is

affected by the detector.

Detector’s Reward Function. The detector can raise a flag to terminate the

episode. If the detector raises a flag in an attack scenario, then the detector receives

a reward for remaining steps [max step - current step]; if the detector raises a flag in

a benign scenario, then it receives a large penalty [5 × max step]. If the detector lets

the episode going, for benign scenario there is no punishment; while the detector gets

-10 every time the attacker attacks successfully.

Attacker’s Action. For each time step, the attacker can choose an action aa ∈
{aaX , aav, aavr, aagY }, where aaX represents access address X, aav represents letting the vic-

tim access a secret-related address, aavr represents letting the victim access a random

address and aagY represents guessing the secret address to be Y .

Detector’s Action. For each time step, the defender can choose ad ∈ {adterm, adcont}
where aterm means terminate the episode and adcont means let the episode keep going.

Attacker’s Observation. The attacker’s observation space includes a history of

attacker actions and memory access latency it receives from the cache simulator.

For each time step, a new step observation (salat, s
a
vt, s

a
act, s

a
step) is appended to the

observation window, where salat ∈ {shit, smiss, sN.A.} represents the access latency,

savt ∈ {st, snt} represents whether to wait for the victim’s action, sact records the

attacker’s current action and sastep is the current time step.

Detector’s Observation. The detector can observe a history window of the mem-

ory access actions of both programs. For each time step, the new observation is

composed of (sdlat, sdprogram, sdset, sdstep), where sdlat ∈ {shit, smiss} represents the access
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latency (access latency of all programs are visible to the detector), sdprogram ∈ {sa, sb}

indicates the identity of the program, sdset represents the cache set being accessed at

the current step, and sdstep represents the current defender time step.

Benign Programs. The benign programs share the same action space with the

victim and the attackers, and their domain id is randomized per episode. The actions

of benign programs are sampled from pre-collected memory traces of the benign pro-

grams and we map the traces to the cache configuration (8 sets and 1 way) in this

chapter. A detailed introduction to the benign datasets we use and the detectors’

false alarm rate comparison is in Section B.3.

B.3 Benign Dataset

The memory traces of different benign programs are sampled from the Stan-

dard Performance Evaluation Corporation (SPEC) 2017 benchmark suite (Bucek

et al., 2018). Specifically, we run each individual benchmark in the gem5 simulator

(Binkert et al., 2011) and generate log files containing all memory accesses executed

and their corresponding timestamps. To sample typical memory access patterns, we

follow the standard practice in computer architecture studies to skip the first 2 million

operations which represent the warm-up phase of programs, and sample the memory

accesses in the middle of execution by skipping more steps. We collect memory access

traces from the following 10 SPEC benchmarks, of which names are in the form of

(program_id.program_name_speed/rate): 500.perlbench_r, 502.gcc_r, 505.mcf_r,

548.exchange2_r, 549.fotonik3d_r, 602.gcc_s, 607.cactuBSSN_s, 631.deepsjeng_s,

638.imagick_s, and 641.leela_s. Since our benign scenario consists of two benign pro-

grams, we mix two memory traces based on the timestamp in the simulation using

either different benchmarks or identical benchmarks with different starting points.

We prepare each benign trace to have 4 million memory accesses in total. Note that

there can be combinatorically many different traces of two programs, we only select a
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representative subset of them for the training and evaluation. Finally, we project the

memory access traces onto the valid action space given the current cache configuration

(8-set, 1-way, cache line size of 64 bytes).

We randomly select three programs (500.perlbench_r, 502.gcc_r, 505.mcf_r),

and use different combinations (with replacement and with different skip steps) of

them as training set. For example, the trace file name “500-2M_500-4M” means it con-

tains two perlbench programs sharing the same cache. They start from different times

(skipping the first 2 million memory accesses and skipping the first 4 million memory

accesses, respectively) and continue until there are 4 million memory accesses by either

program. We generate the validation dataset (549.fotonik3d_r, 607.cactuBSSN_s)

and test dataset (548.exchange2_r, 631.deepsjeng_s, 638.imagick_s, and 641.leela_s)

in the same way as the training set.

The ML models (MACTA, IBR-PPO, Cyclone) are trained on the same train-

ing set and tuned on the validation set. In the meantime, CC-Hunter’s threshold is

selected based on the validation set. Since the memory traces can exhibit different

behaviors, we provide our per-trajectory false positive rate estimate in Figure B.1.

All the machine learning models appear to perform better on the test set than the

training set, which indicates a potential distribution shift between the training set and

the test set. CC-Hunter’s false positive rate is too high (ranging from 7.5− 30%) to

be plotted in the figure. In general, MACTA and Cyclone detectors have similar false

positive rate on benign programs. The IBRPPO detector has lower false positive

rates but it also has much lower detection rates. In addition, we closely inspect the

benign traces that cause false positive. We find most of them are variations of the

Prime+Probe attack on subset of cache sets. This is because even though the benign

programs do not have malicious intentions, but they can still generate small pieces of

memory access patterns that happen to be an attack pattern.
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Figure B.1: False positive rates on different datasets. We report the per-dataset mean
false positive rate for three models. CC-Hunter(threshold=0.45)’s false positive rates are
too high to be included here.

B.4 Trajectory Analysis

Figure B.3 illustrates different attackers’ attack sequences given a fixed secret

bit. Here, we use victim secret=5 as an example. The top row shows a sampled

pattern of benign programs. In that case, the two programs act independently and

alter the access to the cache frequently. The Prime+Probe attacker causes cache

contention by accessing the cache frequently, and only invokes the victim to access

the cache when needed. Once contention with the victim in one cache set is observed

(i.e., a cache miss after the same address is accessed by the attacker), the attacker

will make a guess without more memory accesses. The IBR-PPO attacker takes a

similar strategy as AutoCAT’s, but it learns to insert some extra victim invocation

steps to confuse the detector. The issue with the extra invocation strategy is that

the victim only accesses its secret bit, which can be easily captured by the detector.

The MACTA attacker, however, learns more advanced strategies. It learns to invoke
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Figure B.2: The relative positions of all detectors’ performance on the ROC figure. The
recall is shown for the Prime+Probe attacks (Left) and the AutoCAT attacks (Right).
The false positive rate is measured on the proposed test benign dataset. Here, Cyclone is
trained on Prime+Probe attack sequences. But we did not provide the Prime+Probe attack
sequences to MACTA detector explicitly.

random victim accesses to alter its behavior to be more similar to benign programs.

Note that invoking random accesses from a victim can cause noise in the attacker’s

latency observation and make the steps needed for a successful attack longer. This

means that to evade the MACTA detector, just inserting some extra victim invocation

steps is far from enough. The attacker has to take a risk to invoke random accesses

from a victim instead because the “easiest" policy space has been exhausted.

B.5 Real Hardware Analysis

Table B.2: Attack evaluation on commercial processors. We report the attack correct
rates of MACTA attack sequences on three commercial Intel processors for 10,000 episodes.
MACTA attackers achieve a > 99.9% correct rate in the simulator, and still > 99% on real
hardware.

CPU Cache Level #Sets #Ways Attack Correct Rate ↑

i7-6700 (SkyLake) L3 8 1(partitioned) 100.00%
i7-7700k (KabyLake) L3 8 1(partitioned) 99.97%

182



Benign
2

7 5

7

7

5 5 7

5 5

7

5

3 7 5

7

1 6 7

7

3Program 2

Program 1

Time Step 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 …

Cache Miss Observed by 
the Attacker

Cache Hit Observed 
by the Attacker

Victim Random Access
Not Observable to the Attacker

Cache Set Access Not 
Observable to the Attacker3333

1 6 3 0 5 2 7 3 1 2 0

5

467145230Prime + Probe
Victim

Attacker

Correct Guess 5Victim Secret 5 Victim Reset 3

73 0 4 1 2 3 2 5 5 3 7 0 4 1 2 6AutoCAT
5 5 5 3Victim

Attacker

Victim Secret 5 Correct Guess 5 Victim Reset 3

3 7 7 3 4 0 6 0 4 2 5 1 5 3 2IBR-PPO
5 5 5 35

0

Victim

Attacker

Correct Guess 5 Victim Reset 3Victim Secret 5

Correct Guess 3

4MACTA
3Victim

Attacker

Correct Guess 5 Victim Reset 3

Victim Random Access

5

4

3 05 5

5 35

3

5

3 3

2

3

5

3

4 3

Figure B.3: Example trajectories of different attackers and benign agents in a 8-set
1-way L1 cache. The number indicates the cache set being accessed. Red and green boxes
show the observation by the attacker. The latency of other programs (i.e., victim or benign)
cannot be observed by the attacker, but they can be observed by the detectors. The program
IDs are randomized during training, and the attacker can be any of the two programs in the
system. The cache is initialized with random states.

We evaluated the effectiveness of the attack sequences produced by MACTA

attackers on real hardware by running them on two commercial processors through

CacheQuery (Vila et al., 2020). The attack sequences are generated from a MACTA

attacker that is trained using a simulated environment for an 8-set 1-way cache con-

figuration. Then, the attack sequences were performed on real hardware to obtain the

attack correct rate. Table B.2 demonstrates the attacker policy from the simulator

can be transferred to real hardware with negligible discrepancy.
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B.6 Model Architectures

In Section 5.4.4, we compared three different neural network architectures:

Transformers (Vaswani et al., 2017), LSTM (Hochreiter and Schmidhuber, 1997),

and MLP. All of the methods are controlled at the same scale of parameters and

trained with PPO (Schulman et al., 2017) without dual-clip (Ye et al., 2020) on two

different machines. The details about the model architectures are listed below.

Transformer. In our experiments, all the policies use an 8-head 1-encoder-

layer Transformer with dmodel = 128 and dfeedforward = 2048. For the model architec-

ture study, we study the changes in the number of heads in the multi-head attention

mechanism, and the number of Transformer Encoder layers. Similar to Luo et al.

(2023), we apply an average-pooling to reduce the step dimension.

LSTM. We employed a 1-layer LSTM with hidden dimension of 256. The

input to the LSTM is the embedding of the pre-padding history of the observation.

We concatenate the hidden and cell states of the last step and use it as the sequence

embedding.

MLP. The MLP model we used directly feeds the input embeddings into 4

pre-activation residual blocks (He et al., 2016b;a) with hidden dimension 128. Each

residual block is composed of 2 ReLU-Linear layers with a residual connection.

We obverse that the MLP model fails even when tested on multiple differ-

ent machines while Transformer and LSTM models both work. The learning speed

of Transformer and LSTM models can be different. Our hypothesis is that the

CPU/GPU configurations of different machines may affect the policy lag (Petrenko

et al., 2020) of Asynchronous PPO training, which may lead to different learning

speed for different models.
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B.7 Algorithm and Training Hyper-parameters

The MACTA algorithm is explained in Algorithm 3, and detailed training hy-

perparameters can be found in Table B.3. In MACTA, the policy pool is created by

sampling a new model to do batch actions per step. It is an infrastructure implemen-

tation to produce faster sampling speed, so it is not strictly a per-step sampling, but

it is per-step sampling considering a large amount of data. Additionally, we are ex-

ploring the per-trajectory policy sampling because it has nice theoretical properties.

Nevertheless, it needs further infrastructure support.

Algorithm 3 MACTA
1: Initialize Number of Fictitious Play Iterations I, Attacker Policy Pool PA, De-

tector Policy Pool PD, Number of Epoch per Fictitious Play Iteration E, Add
a policy to Pool per N epochs. PPO the Proximal Policy Optimization. U the
uniform random sampling of policies per step. i← 0, j ← 0, k ← 0

2: while i < I do
3: j ← 0
4: while j < E do
5: πAj=PPO(U(PD)) ▷ Train attacker policy against the pool of the detectors
6: if j mod N − 1==0 then
7: PA ← PA ∪ πAj ▷ Add an attacker checkpoint to the attacker pool
8: end if
9: j ← j + 1

10: end while
11: j ← 0
12: while j < E do
13: πDj=PPO(U(PA)) ▷ Train detector policy against the pool of the attackers
14: if j mod N − 1==0 then
15: PD ← PD ∪ πDj ▷ Add a detector checkpoint to the detector pool
16: end if
17: j ← j + 1
18: end while
19: end while
20: return πA, πD ▷ return the last policy of attacker and detector
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Table B.3: Training hyper-parameters for MACTA.

Parameter Group Parameter Name Parameter Value

Fictitious Play Fictitious Iterations 18 iterations

Fictitious Play Epochs per Iteration per Agent 50 epochs

Fictitious Play Training Steps per Epoch 3000 steps

Fictitious Play Frequency of Adding one Policy to Pool 10 epochs

Computing Resource Number of Sampling Actors 72 Actors

Computing Resource Sampling Instance per Worker 3 Actors / Worker

Computing Resource Remote Model Push Frequency 10 steps

Computing Resource GPU Information 4 Nvidia Tesla V100 16G / 32G

Computing Resource CPU Information 80 Intel(R) Xeon(R) CPU E5-2698 v4 @ 2.20GHz

Proximal Policy Optimization Replay Buffer Size 262144

Proximal Policy Optimization Training Batch Size 512

Proximal Policy Optimization Learning Rate 1e-4

Proximal Policy Optimization Entropy Coefficient 0.03

Proximal Policy Optimization Discount Factor γ 0.99

Proximal Policy Optimization Max Gradient Norm 1.0

Proximal Policy Optimization GAE λ 0.95

Proximal Policy Optimization Policy Ratio Clipping ϵ 0.2

Proximal Policy Optimization Value Clipping ϵ 0.2

Proximal Policy Optimization Value Loss Coefficient 0.5

Proximal Policy Optimization Dual-Clip Threshold 3.0

Model Architecture Number of Transformer Encoder Layers 1

Model Architecture Transformer d_model 128

Model Architecture Transformer nhead 8

Model Architecture Transformer dim_feedforward 2048

Model Architecture Transformer dropout 0.0

B.8 Heuristic Cache Timing Attacks and Detectors

B.8.1 Heuristic Attacker Algorithms

Prime+Probe (Algorithm 4) Osvik et al. (2006). First, in the prime phase, the

attacker fills the cache set with its address value (lines 3) in a randomized way, then

waits for the victim to access the cache set. Next, the victim accesses one of the

cache sets, then replaces the loaded address value with its address (lines 5). Lastly, in

the probe phase, the attacker accesses the cache sets again in a random permutation

order, then measures the cache latency to load each set of the primed address value

(lines 7 to 8). In a cache set accessed by the victim, the attacker observes increased
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latency (cache miss) and makes a guess.

Algorithm 4 Prime+Probe Attack
1: step← step+ 1
2: if step < len(attacker_address_range) then
3: action = prime_address(step, cache_size)▷ attacker fills cache by attacker’s

address
4: else if step = len(attacker_address_range) then
5: action = trigger_victim(step) ▷ victim accesses a cache and fills its own

address
6: else
7: action = probe_address(step, cache_size) ▷ attacker access caches again
8: measure latency(action)
9: end if

10: if latency = 1 then ▷ attacker observes for any cache miss
11: action = guess(action, cache_size) ▷ attacker makes a guess on a victim’s

secret address
12: end if
13: Return action

B.8.2 Detector Algorithms

CC-Hunter Chen and Venkataramani (2014). Cache timing channels rely on the

latency of events to perform timing modulation. To send information, two processes

(i.e., the trojan and the spy) generate a sufficient number of alternating conflict events

(cache misses) to allow the adversary to decode the transmitted bit based on the

average memory access times (hit/miss). Those behaviors show periodic, oscillating

patterns of conflicts between the two processes. Therefore, autocorrelation is used

to identify those patterns. Autocorrelation is the correlation coefficient of the signal

with a time-lagged version of itself, along with measuring the event train X, as a

variable at a time instance of t. Two cases of conflict miss, i.e., either the victim

eviting the attacker’s cache line or the attacker evicting the victim’s cache line, are

considered for the event trains. For example, we can check the autocorrelation Cp at
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a time lag p, which is expressed as:

Cp =

∑n−p
i=0

[(
Xi − X̄

) (
Xi+p − X̄

)]∑n
i=0

(
Xi − X̄

)2
If there exists a time lag p which 1 ≤ p ≤ P , where P is a predefined parameter such

that makes Cp larger than a threshold value, then it is assumed as an attack.

We tune the threshold to be p = 0.45 on our validation set, and this threshold

yields a 7.5% false alarm rate and a 38% detection rate on Prime+Probe. However,

this threshold fails to generalize to the test set, giving us a 27% average false positive

rate, as reported in this chapter. The main issue with applying CC-Hunter to our

environment is that our episode length is short, and the cache is initialized with

random loads after resetting. As a result, even attackers’ latency histories can have

low auto-correlations.

Cyclone Harris et al. (2019). The concept of cyclic interference is commonly found

in all known cache contention side-channel attacks and has been used for detecting

those attack patterns. Interference occurs from the attacker to the victim process

or vice versa, considered directional, and affects the behavior of microarchitecture in

a disruptive manner. The cyclic interference can be noted as (a ⇝ b ⇝ a), where

interference (a ⇝ b) is followed by (b ⇝ a). However, interference including a third

party between attacker and victim, like (a ⇝ b ⇝ c), is not considered as cyclic

interference. To distinguish attack and benign patterns, Cyclone uses a one-class

support vector machine (One-Class SVM). In our experiments, however, we found

that the one-class SVM is not effective in detecting our Prime+Probe implementation

and has a high false positive rate under our testing configuration. Consequently, we

also experimented with an SVM trained to classify Prime+Probe attack and benign

traces, as the Cyclone paper suggests the feature can be used for other classifiers.

To extract the programs’ cyclic features, we use 8 buckets and an observation

window of 17 steps (which is the same as Prime+Probe’s frequency). We train both
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Figure B.4: Example learned Cyclone features for various scenarios: (a, b, c, d)
represent typical features when attackers interact with a victim; (e, f, g, h) depict typical
features resulting from interactions between benign programs. The feature value in the grey
areas is 0, and the intensity of the blue color indicates the frequency of cyclic inference,
with darker shades representing more frequent occurrences. (e) illustrates the interaction
between program 631.deepsjeng_s starting at 2 million (M) steps and the same program at
4M+31 steps. (f) demonstrates a trace of 631.deepsjeng_s self-mix from the test set, (g)
shows a trace from the training set, and (h) presents a sample trace from the validation set.
Typical test set features are similar to those of the train and validation set.

Cyclone (One-Class SVM) and Cyclone (SVM) models with Gaussian kernels using

24,000 normalized train samples until convergence. For Cyclone (One-Class SVM),

we choose the upper bound on the fraction of training errors and a lower bound of the

fraction of support vectors to be 1%, with all training data generated from the benign

(DBB) scenario. For Cyclone (SVM), the regularization coefficient C is set to 100,

with 50% of the train data from benign scenarios, and 50% of them from malicious

(DAV) scenario.

We observed that Cyclone (One-Class SVM) fails to detect Prime+Probe at-

tacks and exhibits high false positive rates on datasets where two programs execute

identical tasks. This inability to detect Prime+Probe is primarily due to the low

bandwidth of the implemented attack. Regarding the elevated false positive rates,

several factors contribute to this issue. One reason is that the cache configuration and

system setting we employ could potentially bring high cyclic behaviors even between

two benign programs. In addition, we discovered that when two benign programs with

periodic memory access patterns are mixed, the difference in the starting time of the

two programs could significantly impact the cyclic behaviors between the programs.
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Notably, for 631-2M_631-4M in the test set, Cyclone (One-Class SVM) exhibits a

100% false alarm rate (Figure B.4(f)); however, if we shift the start time of the pro-

gram, the false alarm rate decreases to 0% (Figure B.4(e)). Cyclone (One-Class SVM)

also demonstrates fluctuations with the program start time on the 641 self-mix but is

generally more stable on other program combinations. In contrast, we found that the

MACTA detector and Cyclone (SVM) are not sensitive to the program start-time

offsets or combinations of programs, consistently showing low false alarm rates across

various test sets and offsets. For fair comparisons, we report the statistics of all meth-

ods on the same test set without counterfactual dataset selection, but we encourage

the readers to be mindful of the potential bias.
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Appendix C

Additional Details on L-BRDiv

This appendix provides supplementary information for Chapter 6, including imple-

mentation details, experimental setups, and extended analyses that support the eval-

uation of the L-BRDiv framework. We begin by describing the construction of

heuristic-based teammate policies used for evaluating ad hoc team (AHT) perfor-

mance across different environments. We then present a mathematical analysis il-

lustrating failure cases of existing diversity-driven methods (BRDiv and LIPO) in

discovering the full maximal covering set (MCS) of policies. This analysis highlights

how optimizing their diversity metrics can lead to suboptimal coverage and poor

generalization in AHT settings.

We further explore the behavior of L-BRDiv’s Lagrange multipliers, showing

how they evolve during training to enforce the optimization constraints. In addition,

we provide detailed hyperparameter settings for both teammate generation and AHT

training, ensuring reproducibility and fair comparisons with baseline methods. These

details collectively support the robustness and effectiveness of L-BRDiv in generating

diverse and strategically relevant teammate policies for ad hoc teamwork.
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C.1 Teammate Policies for AHT Evaluation

We outline the different types of teammate policies in the set of teammates

we use for AHT evaluation, Πeval. For each environment, teammate policies in Πeval

are based on simple heuristics. Details of heuristics used for each environment are

outlined in the following sections.

C.1.1 Repeated Matrix Game

Since the Repeated Matrix Game is a simple environment without any states,

we only implemented six simple heuristics which details are provided below:

• H1. Agents that follow this heuristic will always choose the first action.

• H2. This heuristic will get an agent to always choose the second action.

• H3. Agents using this heuristic will always choose the third action.

• H4. Unlike H1-H3, this heuristic gives agents a policy that chooses the first,

second, and third action with probabilities of 0.7, 0.15, and 0.15 respectively.

• H5. This is a policy that chooses the first, second, and third action with

probabilities of 0.15, 0.7, and 0.15 respectively.

• H6. Agents following this heuristic will choose the third action 70% of the

time. Meanwhile, it is also equally likely to choose between the first and second

actions.

C.1.2 Cooperative Reaching and Weighted Cooperative Reaching

For the Cooperative Reaching and Weighted Cooperative Reaching environ-

ment, we implement 15 types of teammate heuristics whose behaviour are detailed

below:
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• H1. H1 controls an agent to always move to the closest corner cell from its

initial location.

• H2. This heuristic moves an agent towards the furthest corner cell from its the

agent’s initial location at the beginning of the episode.

• H3. H3 controls an agent to move towards the closest corner cell between corner

cells A and B.

• H4. Based on the agent’s initial location at the beginning of an episode, H4

will move agents towards the furthest cell between cells A and B.

• H5. H5 moves an agent towards the closest cell between cells C and D.

• H6. Depending on the agent’s position at the beginning of an episode, H6

controls the agent to move towards the furthest cell between cells C and D.

• H7. At the beginning of each interaction, H7 randomly picks a destination

cell between A, B, C, and D with equal probability. For the remainder of each

episode, the agent will be controlled to move towards the destination cell.

• H8-H11. H8-H11 move agents towards corner cells A-D respectively.

• H12. H12 moves an agent towards corner cell A with a 55% chance. Meanwhile,

the other corner cells are equally likely to be chosen as destination cells.

• H13. H13 moves an agent towards corner cells A, B, C, and D with a 15%,

55%, 15%, and 15% chance respectively.

• H14. H14 moves an agent towards corner cells A, B, C, and D with a 15%,

15%, 55%, and 15% chance respectively.

• H15. H15 moves an agent towards corner cell D 55% of the time. Meanwhile,

the remaining corner cells are equally likely to be chosen as destination cells.
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C.1.3 Level-based Foraging

Experiments in the Level-based Foraging environment evaluate AHT agents

against Πeval consisting of 8 heuristic types defined below:

• H1. Agents under H1 will move towards the closest item from its current

location and collect it. This process is repeated until no item is left.

• H2. At the beginning of an episode, agents under heuristic H2 will move towards

the furthest object from its location and collect it. Every time its targeted

item is collected, the agent will then move to collect the remaining item whose

location is furthest from the agent’s current location. This process is repeated

until no item remains.

• H3-H8. H3-H8 each corresponds to a heuristic that collects items following

one of the six possible permutations of collecting the three items available in

the environment.

C.2 Analyzing Baseline Failure in Repeated Matrix Game &
Weighted Cooperative Reaching

In this section, we mathematically demonstrate that no constant and uniform

α > 0 can make BRDiv or LIPO identify all policies in MCS(E) for the Repeated Ma-

trix Game and Weighted Cooperative Reaching environment. Section C.2.1 details

our argument regarding the baselines’ failure in the repeated matrix game. Mean-

while, the same argument for the Weighted Cooperative Reaching environment is

provided in Section C.2.2.

C.2.1 Repeated Matrix Game

Based on the payoff matrix provided in Figure 6.3a, it is clear that the MCS of

the Repeated Matrix Game environment consists of the three deterministic policies
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π(A) π(B) π(C)
1 1 0 0
2 0 1 0
3 0 1 0

(a) A set of policies that appear more optimal than MCS(E) for BRDiv and LIPO.

10 0 0
0 6 6
0 6 6

(b) Cross-play matrix for the policies discovered in Figure C.1a.

Figure C.1: An example failure mode of BRDiv and LIPO. The above figures
provide an example set of policies that will appear to be more optimal than MCS(E) if we
optimize the diversity metric used by LIPO and BRDiv.

displayed in Figure 6.5a. Ideally, L-BRDiv, BRDiv, and LIPO should all produce

MCSest(E) and Πtrain containing policies displayed in Figure 6.5a. However, we show

it is impossible to find α > 0 that can make BRDiv and LIPO discover MCSest(E)

for this environment and generate a set of teammate policies to maximize the AHT

agent’s robustness.

LIPO and BRDiv fail in this simple environment because another set of policies

produces a higher adversarial diversity metric compared to the ideal MCSest(E) and

Πtrain for any α > 0. An example set of policies producing a higher adversarial

diversity metric than the ideal MCSest(E) is displayed in Figure C.1. Compared to

discovering MCS(E) as MCSest(E) and Πtrain that results in a cross-play matrix like

the payoff matrix, the cross-play matrix from discovering policies in Figure C.1a has

a lower sum of non-diagonal elements while having the same trace.
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We now evaluate the value of LIPO and BRDiv’s optimized diversity metric

when both MCSest(E) and Πtrain equals MCS(E) and when it instead discovers the

set of policies displayed in Figure C.1a, which we denote as Πalt. Note that the

adversarial diversity metric maximized by BRDiv, BRDiv({πi}Ki=1,{π−i}Ki=1), can be

expressed as: ∑
i∈{1,...,K}

Es0∼p0 [Ri,−i(Ht)] +∑
i,j∈{1,...,K}

i ̸=j

α (Es0∼p0 [Ri,−i(Ht)−Rj,−i(Ht)])+

∑
i,j∈{1,...,K}

i ̸=j

α (Es0∼p0 [Ri,−i(Ht)−Ri,−j(Ht)]) , (C.1)

for some α > 0. Meanwhile, the adversarial diversity metric optimized by LIPO,

LIPO({πi}Ki=1,{π−i}Ki=1), is given by the following expression:∑
i∈{1,...,K}

Es0∼p0 [Ri,−i(Ht)]−∑
i,j∈{1,...,K}

i ̸=j

α (Es0∼p0 [Rj,−i(Ht) + Ri,−j(Ht)]) , (C.2)

assuming α > 0. For α > 0, the resulting BRDiv and LIPO objective for both sets of

policies are provided in the following table: From Table C.1, it is clear that discovering

Table C.1: Value of LIPO and BRDiv objectives for the Repeated Matrix Game.
The expressions that evaluate LIPO and BRDiv’s optimized diversity metric for the Re-
peated Matrix Game are provided below. No α > 0 enables MCS(E) to have higher diversity
objectives than Πalt.

Method MCS(E) Πalt

BRDiv 22+56α 22+64α
LIPO 22-16α 22-12α

Πalt will always produce higher diversity metrics for BRDiv and LIPO. It is then

impossible to discover MCS(E) while optimizing both of these objectives. Its inability
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π(A) π(B) π(C) π(D)
1 1 0 0 0
2 1 0 0 0
3 0 1 0 0
4 0 1 0 0

(a) Denoting π(X) as the probability of ending up in a corner cell having an ID of X, the above
set of policies produce higher diversity metrics than MCS(E) in the Weighted Cooperative Reaching
environment for BRDiv and LIPO.

10 10 0 0
10 10 0 0
0 0 10 10
0 0 10 10

(b) Cross-play matrix between policies discovered in Figure C.2a.

Figure C.2: Another example failure mode of BRDiv and LIPO in Weighted
Cooperative Reaching. By not discovering policies that move towards corner cells C and
D, BRDiv and LIPO can achieve a higher diversity metric than when discovering MCS(E).

to discover some members of MCS(E) and instead discover other members twice

eventually leads LIPO and BRDiv towards producing AHT agents with significantly

worse returns than L-BRDiv.

C.2.2 Weighted Cooperative Reaching

To show the shortcomings of LIPO and BRDiv in Weighted Cooperative

Reaching, we also construct a set of policies that will produce higher diversity metrics

for both BRDiv and LIPO. This set of policies that appears more desirable for LIPO

and BRDiv than MCS(E) is denoted by Πalt and is visualized by Figure C.2. Instead
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of discovering four policies moving towards different corner cells in the environment,

Πalt discovers policies moving towards cells A and B twice. Discovering Πalt and using

it as MCSest(E) and Πtrain results in a cross-play matrix displayed in Figure C.2b.

Compared to MCS(E) that produces a cross-play matrix that is the same as

Figure 6.3c, the cross-play matrix from Πalt has a higher sum of self-play returns and

a lower sum of cross-play returns. As a result, no α > 0 should make MCS(E) appear

more desirable to LIPO and BRDiv. We show the expressions evaluating LIPO and

BRDiv’s diversity metrics for MCS(E) and Πalt in Table C.2. Since a set of policies

like Πalt that does not discover all members of MCS(E) appear more preferable than

MCS(E), LIPO and BRDiv end up yielding AHT agents that cannot robustly interact

with teammate policies whose best-response policies are not discovered.

Table C.2: Value of LIPO and BRDiv objectives for Weighted Cooperative
Reaching. The expressions that evaluate LIPO and BRDiv’s optimized diversity metric
for Weighted Cooperative Reaching are provided below. No α > 0 enables MCS(E) to have
higher diversity objectives than Πalt.

Method MCS(E) Πalt

BRDiv 36+120α 40+160α
LIPO 36-48α 40-40α

C.3 Analyzing the Lagrange Multipliers of L-BRDiv

The role of the Lagrange multipliers in the learning process undergone by

L-BRDiv is highlighted in Figure C.3. Since the randomly initialized teammate poli-

cies cannot fulfill the upheld constraints in the beginning, optimizing Equation 6.12

encourages the increase of the Lagrange multipliers’ values. The increasingly large

Lagrange multipliers then force the learned policies to start fulfilling these constraints.

Once policies learn to fulfil a constraint, the Lagrange multiplier associated with that

constraint will decrease towards zero. At the end of the optimization process, we

see that all Lagrange multipliers eventually converge to zero after all constraints are

fulfilled.
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(a) Repeated Matrix
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(b) Coop Reaching.
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(c) Weighted Coop
Reaching.
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(d) LBF.

Figure C.3: The changing values of L-BRDiv’s Lagrange multipliers. Figure C.3a,
Figure C.3b, Figure C.3c, and Figure C.3d all show how L-BRDiv’s Lagrange multipliers
change over time. Since a randomly initialized policy will not fulfill the constraints upheld
by L-BRDiv, the Lagrange multipliers will initially increase their value to add more pressure
to the policies to fulfill the constraints. Finally, the Lagrange multipliers will decrease to
zero once constraints are fulfilled.

Table C.3: Hyperparameter values for L-BRDiv’s Experiments. The specific hyper-
parameter values used in our teammate generation experiments in Repeated Matrix Games
(RPM), Cooperative Reaching (CR), Weighted Cooperative Reaching (WCR), and Level-
based Foraging (LBF) are provided below.

RPM CR WCR LBF
K 3 4 4 6
λπ 10−3 10−4 10−4 10−4

λV 10−3 10−4 10−4 10−4

λα 0.05 0.5 0.5 0.05
γ 0.99 0.99 0.99 0.99
T 106 3.2×107 3.2×107 2.4×108

Nthreads 40 160 160 160
Tupdate 2 8 8 8
Tlagrange 10 10 10 10

τ 1 0.2 0.5 0.1
went 10−3 5×10−3 5×10−3 8×10−4

We ensure a fair comparison between L-BRDiv and the baseline methods by

using the same hyperparameter values and network architecture. However, note that

BRDiv and LIPO still require us to set α to a value that facilitates the generation of

Πtrain that facilitates the training of robust AHT agents. Since teammate generation

and AHT training is computationally expensive , we follow these steps to tune α:
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Table C.4: Network size for L-BRDiv’s experiments. The size of models in our
experiments in the Repeated Matrix Games (RPM), Cooperative Reaching (CR), Weighted
Cooperative Reaching (WCR), and Level-based Foraging (LBF) environment are detailed
below.

RPM CR WCR LBF
πi
θ (Layer 1) 32 128 128 128
πi
θ (Layer 2) 32 256 256 128
πi
θ (Layer 3) N/A 256 256 N/A
πi
θ (Layer 4) N/A 128 128 N/A

Vθc (Layer 1) 32 128 128 128
Vθc (Layer 2) 32 256 256 128
Vθc (Layer 3) N/A 256 256 N/A
Vθc (Layer 4) N/A 128 128 N/A

1. We initially run LIPO and BRDiv with α ∈ {0.1, 0.5, 1, 5, 10}. Two experiment

runs are done for each α.

2. We look at the generated teammates and see which tested α discover more

members of MCS(E).

3. Based on the α producing the best estimate of MCS(E), we then do slight tuning

to α by finding values close to α producing the best approximate to MCS(E).

Following this process, the final hyperparameter value that we end up using for LIPO

and BRDiv is summarized in Table C.5. In alignment with the findings from Charakorn

et al. (2023), note that LIPO ends up using small α values since larger α results in

incompetent policies that cannot even achieve high returns against their intended

partner in self-play. The only exception is Cooperative Reaching where MCS(E) con-

sists of policies whose cross-play returns are zero, which enables the use of a large

α. This emergence of incompetent policies is a natural consequence of optimizing

Equation C.2, which cross-play return term’s magnitude can overwhelm the self-play

return term for large enough α.
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Table C.5: α for baseline methods. The value of α used by baseline methods in their
respective objectives for the Repeated Matrix Games (RPM), Cooperative Reaching (CR),
Weighted Cooperative Reaching (WCR), and Level-based Foraging (LBF) environment are
detailed below.

RPM CR WCR LBF
LIPO 0.5 8 0.25 0.08
BRDiv 1 10 1 0.4

C.4 AHT Experiment Hyperparameters

As we mention in Section 6.4.3, we use the RL2 algorithm to train AHT agents

based on the set of teammates generated by each compared method. The hyperpa-

rameters of the RL2 algorithm are listed below:

• λπ: Policy learning rate.

• λV : Critic learning rate.

• γ: Discount rate.

• T : Number of experiences used in learning.

• Nthreads: Number of parallel threads for data collection during training.

• Tupdate: Number of timesteps between update.

• went: Entropy weight term to encourage exploration.

• Lrep: The length of representation vectors to characterize teammates.

For each environment used in our experiments, hyperparameter values that we use in

each environment is provided in Table C.6.

Apart from these hyperparameters, our policy and critic networks have a sim-

ilar architecture to the teammate generation process. The only difference is that we

use an LSTM layer as our final layer. We use the LSTM layer to enable agents to
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Table C.6: Hyperparameter values for L-BRDiv’s Experiments. The specific hy-
perparameter values used in our Repeated Matrix Games (RPM), Cooperative Reaching
(CR), Weighted Cooperative Reaching (WCR), and Level-based Foraging (LBF) environ-
ments are provided below.

RPM CR WCR LBF
λπ 10−4 10−4 10−4 10−4

λV 10−4 10−4 10−4 10−4

γ 0.99 0.99 0.99 0.99
T 106 1.2×107 1.2×107 4.8×107

Nthreads 10 16 16 16
Tupdate 2 8 8 8
went 10−4 2.5×10−4 2.5×10−4 8×10−4

Lrep 16 32 32 64

process the previous sequence of observations and experienced rewards to model the

type of teammates the AHT agent is interacting with.
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Appendix D

Additional Details on Traffic Conges-
tion Reduction

This appendix provides supplementary implementation details for the experiments

presented in Chapter 7, which investigates centralized and distributed learning ap-

proaches for reducing traffic congestion using reinforcement learning. Specifically,

we detail the full set of hyperparameters used for training both centralized and dis-

tributed agents from scratch, as well as the configuration for simulating human-like

driving behavior via proxy controllers.

A Hyper-parameters

A.1 Centralized Agent Training

Table D.1 lists the hyperparameters used to train centralized agents from

scratch using Proximal Policy Optimization (PPO). These settings were employed

in the experiments for the Simple Merge and I-696 Merge scenarios, corresponding to

results reported in Table 7.1 and Table 7.2, respectively. The centralized controller

operates with full access to the joint observation space and takes a global action across

all controlled vehicles.
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Table D.1: Hyper-parameters for training centralized agents from scratch

Parameter Value

Algorithm Proximal Policy Optimization (PPO)
Horizon 2000

Simulation Time Stepsize 0.5
Optimizer Stochastic Gradient Descent

Learning Rate 5× 10−4

Discount Factor (γ) 0.99
GAE Lambda (λ) 0.97

Actor Critic True
Value Function Clip Parameter 106

Number of SGD Update per Iteration 10
Model hiddens [100,50,25]
Clip Parameter 0.3

Entropy Coefficient 0
Sgd Minibatch size 128
Train Batch Size 40000

Value Function Share Layers False
KL Coefficient 0.2

KL Target 0.01
Max Acceleration 2.6
Max Deceleration 4.5
Training Iterations 500

Number of Rollouts per Iteration 20

A.2 Distributed Agent Training

Table D.2 summarizes the hyperparameters used to train distributed agents in

a decentralized setting, where each agent operates based on its local observations. The

agents are jointly optimized using PPO with synchronized updates. These settings

were applied in experiments investigating the effects of feature augmentation and

reward shaping, as reported in Table 7.3 and Table 7.4.
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Table D.2: Hyper-parameters for training distributed agents from scratch

Parameter Value

Algorithm Proximal Policy Optimization (PPO)
Horizon 2000

Simulation Time Stepsize 0.5
Optimizer Stochastic Gradient Descent

Learning Rate piece-wise linearly decreasing starting from 5× 10−4 (From scratch)
Discount Factor (γ) 0.998
GAE Lambda (λ) 0.95

Actor Critic True
Value Function Clip Parameter 108

Number of SGD Update per Iteration 10
Model hiddens [100,50,25]
Clip Parameter 0.2

Entropy Coefficient 10−3

Sgd Minibatch size 4096
Train Batch Size 60000

Value Function Share Layers True
Value Loss Coefficient 0.5

KL Coefficient 0.01
KL Target 0.01

Max Acceleration 2.6
Max Deceleration 4.5
Training Iterations 500

Number of Rollouts per Iteration 30

A.3 Human Vehicles

To simulate background traffic, we employ a human-proxy controller based on

the default Intelligent Driver Model (IDM) provided by SUMO. The hyperparameters

for this controller are provided in Table D.3. These settings aim to approximate

realistic driving behavior and are held fixed across all training and evaluation episodes

involving mixed-autonomy scenarios.

Table D.3: Hyper-parameters for human-proxy controller

Parameter Value

Controller Sumo Default Controller(IDM)
Max Acceleration 2.6
Max Deceleration 4.5

Expected Time Headway 1 second
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